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Abstract—To implement network coding, users need to coordinate and cooperate with respect to their strategies in terms of duplicating and transmitting side information across specific parts of the network. In unicast applications where users have no inherent interest in providing (or concealing) their information to (or from) any destinations except for their unique one, this assumption becomes critical in the face of users’ autonomy. This paper addresses the issue of cooperation in unicast network coding via a game theoretic approach. Implementation of a given network coding scheme induces a network coding game among source-destination pairs (users). In a network with autonomous and rational unicast flows, the equilibrium properties (as well as efficiency) of a network coding scheme is shown to be related to the properties of the corresponding network coding game. In a simple generalization of butterfly networks with two users, we propose a network coding scheme whose capacity achieving operation coincides with users’ dominant strategies.
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I. INTRODUCTION

Since its inception in the seminal work of Ahlswede, et. al. [1], network coding literature has, for the most part, assumed cooperation among users. In unicast applications where users have no inherent interest in providing (or concealing) their information to (or from) any destinations except for their unique one, the assumption that users will voluntarily participate in a cooperative network coding scheme cannot easily be justified. In this paper, we re-examine the issue of cooperation in networks with selfish source-destination pairs. More precisely, we ask whether a given network coding solution can rationally emerge as an equilibrium among selfish users.

For instance, in a unicast networking scenario an autonomous user may be faced with a choice between using network resources (link capacities) to send new information to its own destination and using these resources to send redundant information for use in decoding at other destinations. In this paper, we show that such choices are induced by the particular network coding scheme that is implemented. These choices, in turn, induce a non-cooperative game among users. In this network coding game, the actions and strategy spaces of users are roughly related to the amount of network resources that are used to transfer a given user’s information bits to its own destination versus those that enable transfer of redundant/side information (and hence determine the rate of correctly decoded flow at other destinations). As we will show, the network coding scheme implemented by the network significantly impacts the users’ transmission strategies at the equilibrium operation of the network. In other words, not only does the network coding scheme determine whether or not the capacity of a network is achieved, but it also determines the equilibrium properties of the network coding game in terms of existence, efficiency, and Pareto optimality!

A common approach to unicast network coding is for intermediate nodes to perform network coding whenever possible [2]. Via a simple generalization of the two user butterfly network, we show that in general this approach is not desirable; it not only fails to achieve capacity (which maybe acceptable in the absence of known/simple capacity achieving schemes), but it may also induce a network coding game with undesirable equilibria. In contrast, we construct a network coding scheme for our example that not only achieves capacity (implying a Pareto optimal solution), but does so in a dominant strategy sense. In other words, the proposed network coding scheme ensures that the desirable capacity achieving solution emerges as a dominant strategy equilibrium point of the game. The main contribution of our paper is to generalize this simple example to show that in some class of two-user networks, which we call generalized butterfly networks, there does exist a network coding scheme with a simple strategy space which not only achieves capacity of the network, but also ensures the emergence of the solution at the equilibrium. More precisely, we show that there exists a network coding scheme implemented by the network which guarantees that participating in a capacity achieving network coding strategy is a dominant strategy for all users when they are given autonomy in choosing their transmission strategies.

The remainder of the paper is organized as follows. In Section II, we briefly contextualize our work in the larger body of literature on network coding. In Section III, we provide an example that illustrates the main contribution of the paper, and in Section IV, we generalize our example to a class of generalized butterfly networks. In Section V, we conclude the paper: viewing our current paper as only a (small) first step towards understanding the issues of cooperation in network coding, we suggest numerous areas of future research.

II. RELATED WORK

In recent years, network coding has become a major focus of research in network information theory due to its potential applications in communication networks. For brevity we do not list many important works on network coding and game theory, but mention those, closely related to this work.
The issue of cooperation and competition in the context of multicast with network coding has recently received attention [3]-[8]. The single-source min-cost multicast problem, framed as a convex optimization problem with the use of network codes and convex increasing edge costs is considered in [3], [4]. A decentralized approach to this problem is presented for the case where all users cooperate to reach the global minimum. Further, the cost for the scenario where each of the multicast receivers greedily routes its flows is analyzed and the existence of a Nash equilibrium is proved. This was later extended in [8], where pricing of edge resources is used in order to construct a selfish flow-steering algorithm for each receiver. The allocation rule by which edge cost at each edge is allocated to flows through that edge is shown to provide an equilibrium that is globally optimal. In all of these papers, the impact of the network coding solution is abstracted in order to replace classical network capacity inequalities on sum of flow rates with constraints on maximum flow rates. In doing so, these works do not address how the particular choice of network coding scheme can create incentive (or disincentive) for flow sources to participate in a given network coding stream. The notions of game and distributed resource allocation in these works focus on more traditional aspects of flow control, route selection, and cost optimization, but assume that users’ participation in the network coding scheme is a given.

The construction of our robust capacity achieving network coding scheme is especially motivated by [9] and [10]. In [9], the construction of unicast network coding solutions where coding is restricted to XOR coding between pairs of flows is considered and addressed. In [10], an outer bound for the unicast capacity region of a three-layer network is derived. This outer bound construction relies on certain flows of information in the network to play the role of side information, as used in its distributed source coding context. Combining these approaches, our proposed algorithm divides any unicast session into side, dedicated, and network coded sub-flows while restricting the network coding operation to XOR coding of network-coded sub-flows. The outer-bound derived in Lemma 8 can be viewed as a generalization of outer bounds suggested in [10] and its construction follows the techniques introduced in [11].

III. A SIMPLE EXAMPLE: THE EXTENDED BUTTERFLY NETWORK

In this section, we work with a simple unicast network example in order to illustrate the idea of a non-cooperative network coding game. It is our goal to capture the users’ adherence to network coding in the context of non-cooperative, self-interested and rational users. Before providing our example, however, we first note the following important property of the classical butterfly network that was first introduced in [1] and is shown in Figure 1. In the classical butterfly network (and its generalization, degree-2 three layer networks [10]) with two unicast flows, the use and utility of side links \((S(1), D_1)\) and \((S(2), D_2)\) is limited to the possible carrying of so-called side or redundant information that can only be used in decoding of information from \(S(2)\) at \(T(2)\) and from \(S(1)\) at \(T(1)\) (see [10]). As a result, in the classical butterfly network there is little contention over the use of links \((S(1), D_1)\) and \((S(2), D_2)\). In other words, since the network coding scheme is utilizing otherwise unusable side links \((S(1), D_1)\) and \((S(2), D_2)\), there is no disincentive even for noncooperative users to participate in the given network coding scheme. It is exactly this property that we refer to as robustness to non-cooperation. Next, we use a simple generalization of the butterfly network to show that not all network coding schemes provide such an incentive for participation (i.e. are robust to non-cooperation).

Figure 2 illustrates a simple generalization of the classical butterfly network consisting of the same two unicast sessions over a network, but in which link \((S(1), D_1)\) \([S(2), D_2]\) can be used to carry part of the unicast flow from \(S(1)\) to \(T(1)\) [from \(S(2)\) to \(T(2)\)] or to provide side information from \(S(1)\) to \(T(2)\) [from \(S(2)\) to \(T(1)\)]. It turns out that whether a rational source \(S(i)\) finds it advantageous to use link \((S(i), D_i)\) for transfer of fresh or side information is determined by the network coding scheme as a whole. In other words, the particular network coding scheme employed by node \(A\) effects the rational use of side link \((S(1), D_1)\) \([S(2), D_2]\) by the unicast source interested in maximizing unicast flow rate between \(S(1)\) and \(T(1)\) [\(S(2)\) and \(T(2)\)] - a condition best captured by a non-cooperative, non-zero-sum game among rational users with common knowledge of the game [12]. As such, we consider a non-cooperative game in which users make decisions about whether to use network resources for sending new information to their own destination or for sending side information to other destinations.

We formulate the non-cooperative network coding game as a simultaneous move game in which the source nodes are players. The network is modeled as a benevolent manager

1The role of side information as it relates to the problem of distributed source coding in a network context was critical in deriving capacity achieving schemes for degree-2 three layer networks in [10].
impact on the behavior of rational and self-interested users. The network’s “control knob” is its ability to choose the network coding scheme employed by intermediate nodes. The source nodes are selfish players interested in maximizing their own rate. Here we assume that the network coding scheme employed by intermediate nodes. The strategy of player \( i \) consists of how it utilizes the capacity of link \( (S(i), D_i) \). Mathematically, the strategy (action) of player \( i \) is a vector \( \sigma_i = (r^{D}_i, r^{S}_i) \in \mathbb{R}^2 \), which specifies the rate of two flows from node \( i \) on its side tree: \( r^{D}_i \) is the flow rate for those bits which are not duplicated in other parts of the network and are routed toward destination \( T(i) \) over link \( (D_i, T(i)) \), while \( r^{S}_i \) is the flow rate for those bits that are routed towards \( T(\neg i)^2 \) and are duplicate copies of bits that were sent via link \( (A,B) \). Hence, the strategy space of player \( i \) is given by\(^2\)

\[
\Sigma_i = \{(r^{D}_i, r^{S}_i) : r^{D}_i \leq \min(1, c_i), r^{S}_i \leq 1, r^{D}_i + r^{S}_i \leq 1\}.
\]

Since user \( i \) is only interested in increasing the rate of reliable/decodeable information transfer between \( S(i) \) and \( T(i) \) (i.e. its unicast flow rate), the utility of user \( i \) is defined as:

\[
U_i(\sigma_i, \sigma_{\neg i}) = R_i,
\]

where \( R_i \) is the total rate of flow of bits from \( S(i) \) that can be decoded reliably at \( T(i) \). Note that \( R_i \) is a function of both users’ strategies and the network coding scheme.

Let us consider a simple class of network coding schemes in which coding is limited to XOR coding at Node A. Such a network coding scheme is denoted by a deterministic function \( \sigma_0 : \Sigma_1 \times \Sigma_2 \rightarrow \mathbb{R}^3 \) such that \( r^{NC}_1 + r^{R}_2 + r^{NC}_2 \leq 1 \). In other words, Node A outputs a network-coded flow of rate \( r^{NC} \leq \min(1, r^{S}_1, r^{S}_2, 1) \) and routes bits of information sent from \( S(1) \) and \( S(2) \) at rates \( r^{D}_1 \) and \( r^{D}_2 \), respectively. The capacity constraint of link \( (A,B) \) is what imposes the restriction \( r^{D}_1 + r^{D}_2 + r^{NC} \leq 1 \).

In order to determine the strategic form of the game and the corresponding von Neumann-Morgenstern utility levels \([12]\), we need to specify the deterministic function associated with our network coding scheme. It is our goal in the remainder of this section to illustrate how the choice of network coding scheme \( \sigma_0 \) ultimately determines the rational outcomes of the game. As such, we introduce the following two network coding schemes which we denote by \( \sigma_0 \) and \( \sigma'_0 \).

\( \sigma_0 \): Node A network codes (XOR’s) all of the information it receives, regardless of users’ strategy. In other words,

\[
(r^{NC}, r^{R}_1, r^{R}_2) = \sigma_0(r^{D}_1, r^{S}_1, r^{D}_2, r^{S}_2) = (1, 0, 0).
\]

\( \sigma'_0 \): Node A network codes (XOR’s) the minimum amount of information that is guaranteed to be decodeable at the destination (subject to the capacity constraint of link \( (A,B) \)). The remaining capacity on link \( (A,B) \) i.e. \((1 - r^{NC})\), is split between the

\(^2\)Consistent with notation commonly used in game-theory, we use \(-i\) to denote the user(s) that is not \( i \). Hence, if \( i = 1 \) then \(-i = 2\), and vice versa.

\(^3\)Notice that the constraints on \( r^{D}_i \) and \( r^{S}_i \) are a result of link capacity constraints for links in the side-trees.

---

**A. Game Formulation**

Formally, we denote by \( \mathcal{F} = [\mathcal{N}, \{\Sigma_i\}_{i=1,2}, \{U_i(\cdot)\}_{i=1,2}] \) the non-cooperative network coding game. The set of players is denoted by the set of flows \( \mathcal{N} = \{1, 2\} \), where \( S(i) \) and \( T(i) \) denote the source and destination nodes for unicast flows \( i = 1, 2 \). The strategy of player \( i \) consists of how it utilizes the capacity of link \( (S(i), D_i) \). Mathematically, the strategy (action) of player \( i \) is a vector \( \sigma_i = (r^{D}_i, r^{S}_i) \in \mathbb{R}^2 \), which specifies the rate of two flows from node \( i \) on its side tree: \( r^{D}_i \) is the flow rate for those bits which are not duplicated in other parts of the network and are routed toward destination \( T(i) \) over link \( (D_i, T(i)) \), while \( r^{S}_i \) is the flow rate for those bits that are routed towards \( T(-i)^2 \) and are duplicate copies of bits that were sent via link \( (A,B) \). Hence, the strategy space of player \( i \) is given by

\[
\Sigma_i = \{(r^{D}_i, r^{S}_i) : r^{D}_i \leq \min(1, c_i), r^{S}_i \leq 1, r^{D}_i + r^{S}_i \leq 1\}.
\]

Since user \( i \) is only interested in increasing the rate of reliable/decodeable information transfer between \( S(i) \) and \( T(i) \) (i.e. its unicast flow rate), the utility of user \( i \) is defined as:

\[
U_i(\sigma_i, \sigma_{\neg i}) = R_i,
\]

where \( R_i \) is the total rate of flow of bits from \( S(i) \) that can be decoded reliably at \( T(i) \). Note that \( R_i \) is a function of both users’ strategies and the network coding scheme.

Let us consider a simple class of network coding schemes in which coding is limited to XOR coding at Node A. Such a network coding scheme is denoted by a deterministic function \( \sigma_0 : \Sigma_1 \times \Sigma_2 \rightarrow \mathbb{R}^3 \) such that \( r^{NC}_1 + r^{R}_2 + r^{NC}_2 \leq 1 \). In other words, Node A outputs a network-coded flow of rate \( r^{NC} \leq \min(1, r^{S}_1, r^{S}_2, 1) \) and routes bits of information sent from \( S(1) \) and \( S(2) \) at rates \( r^{D}_1 \) and \( r^{D}_2 \), respectively. The capacity constraint of link \( (A,B) \) is what imposes the restriction \( r^{NC}_1 + r^{R}_2 + r^{NC}_2 \leq 1 \).

In order to determine the strategic form of the game and the corresponding von Neumann-Morgenstern utility levels \([12]\), we need to specify the deterministic function associated with our network coding scheme. It is our goal in the remainder of this section to illustrate how the choice of network coding scheme \( \sigma_0 \) ultimately determines the rational outcomes of the game. As such, we introduce the following two network coding schemes which we denote by \( \sigma_0 \) and \( \sigma'_0 \).

\( \sigma_0 \): Node A network codes (XOR’s) all of the information it receives, regardless of users’ strategy. In other words,

\[
(r^{NC}, r^{R}_1, r^{R}_2) = \sigma_0(r^{D}_1, r^{S}_1, r^{D}_2, r^{S}_2) = (1, 0, 0).
\]

\( \sigma'_0 \): Node A network codes (XOR’s) the minimum amount of information that is guaranteed to be decodeable at the destination (subject to the capacity constraint of link \( (A,B) \)). The remaining capacity on link \( (A,B) \) i.e. \((1 - r^{NC})\), is split between the
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**Fig. 2.** The Extended Butterfly Network

A network coding scheme, then, is the collection of rules according to which 1) substreams are designated as NC or R, and 2) the to-be-routed traffic is prioritized and served.

When the sources are autonomous and rational in their transmission strategies, the network coding scheme is known to the sources, and the scheme is a fixed and deterministic function of the sources’ transmission/duplication strategies, then the interaction of the sources is best captured by a network coding game. In this game, source nodes select their transmission strategy rationally in anticipation of how the network implements a combination of routing and coding at the intermediate nodes. As we will see, the choice of network coding scheme at the intermediate nodes not only determines the total throughput of the network, but also has a significant impact on the behavior of rational and self-interested users.
two users according to a predetermined ratio \( \alpha \). In other words,

\[
(r'_{NC}, r'_R, r'_2) = \sigma'_0(r^S_1, r^D_2, r^S_2) = (\min(r^S_1, r^S_2), \alpha(1-r'_{NC}), (1-\alpha)(1-r'_{NC}))
\]

Intuitively, we can think of the first scheme, \( \sigma_0 \), as a blind network coding scheme; Node A performs network coding whenever it has information bits from both sources. This scheme is motivated by the proposed opportunistic coding schemes in [2]. On the other hand, the second scheme, \( \sigma'_0 \), combines routing and coding in a manner such that the output flow consists of both XOR bits as well as original bits that remained uncoded\(^4\). Additionally, this scheme guarantees some level of fairness in utilizing the bandwidth between incoming flows.

Under each of these schemes, the utility of user \( i \), i.e., the flow rate of bits originated at \( S(i) \) and decoded reliably at \( T(i) \), is given as:

\[
U_i(\sigma_i, \sigma_{-i}) = r^D_i + r^R_i + \min(r^a_{-i}, r^NC) \quad \forall \ i = 1,2.
\]

B. Equilibrium Properties of the Non-Cooperative Network Coding Game

We consider the simultaneous non-cooperative network coding game with common knowledge about the network coding scheme. The user strategies are selected simultaneously. The strategy employed by each user is observable by the network coding manager, who then makes network coding decisions according to one of the two schemes described above. As described above, the utility of users is simply the amount of unicast flow rate they receive, while the network manager is modeled as a benevolent manager.

Figure 3 shows the strategic form representation of the game induced by each of the network coding schemes described above when \( c_1 = 0.3, c_2 = 0.4, \) and \( \alpha = 0.625 \). For illustration purposes, we consider two discrete actions of user \( i \): \((r^D_i, r^S_i) \in \{(c_i, 1 - c_i), (0, 1)\}\) (similar results can be obtained for the continuous space of strategies). We denote action \((r^D_i, r^S_i) = (c_i, 1 - c_i)\) by Uncoded Bits First (UBF) and action \((r^D_i, r^S_i) = (0, 1)\) by Duplicate Bits First (DBF).

Figure 3 (a) shows the strategic form of the game under the first scheme, \( \sigma_0 \). In this setting, we see a classical prisoner’s dilemma situation: the desirable operating point \((DBF, DBF)\), where each user duplicates all of the information sent via link \((A, B)\) to help with decoding at the other destination by selecting action \((r^D_i, r^S_i) = (0, 1)\), is not robust to non-cooperation. In other words, this point cannot emerge as an equilibrium outcome of a game between rational players. On the other hand, the Nash equilibrium point \((UBF, UBF)\) unfairly favors user 2!

Figure 3 (b) shows the strategic form of the game under the second scheme, \( \sigma'_0 \). Here, the action profile \((UBF, UBF)\), where each user \( i \) selects action \((r^D_i, r^S_i) = (c_i, 1 - c_i)\) is a dominant strategy equilibrium of the game. In [13] and [14], we have shown that the sum-rate capacity of this network is 2.3. Thus, the dominant strategy \((r^D_i, r^S_i) = (c_i, 1 - c_i)\) is also Pareto optimal.

From these examples, we see that the choice of network coding scheme impacts the existence, Pareto optimality, and fairness of the equilibrium!

C. The Impact of Anticipating Non-Cooperation

We can extend the above result to the case where users are allowed the possibility of encoding their messages in anticipation of the other user’s non-cooperative strategy. In other words, \( r^S_i \) is the flow rate for bits whose conditional entropy given flow \( r^NC \) is zero. Consider, for example, what happens under scheme \( \sigma_0 \). It is not hard to see that if user \( i \) anticipates the possibility of the other user not participating in the network coding by sending insufficient side information to \( i \)'s destination, i.e., \( r^S_{-i} < 1 \), then it can transmit its side information in the form of linearly independent combinations of bits. By transmitting carefully chosen linear combinations, some of which are broadcast to both destinations (in anticipating of missing side information bits at a ratio of \( c_{-i} \)), user \( i \)

\(^4\)This scheme can be thought of a coding scheme with larger alphabet size but we choose to represent the scheme in the above form to capture its salient features vis-à-vis the corresponding network coding game.
can deliver a unit rate stream of side information to node $-i$’s destination while providing some new degrees of freedom at its own destination to decode all network coded bits. In other words, the utility of users will be modified to

$$U_i(\sigma_i, \sigma_{-i}) = r_i^D + r_i^R + \min(r_{-i}^a, r_{-i}^{NC}) + \min(1 - \min(r_{-i}^a, r_{-i}^{NC}), \min(c_i - r_i^D, r_i^S)]$$

∀ $i = 1, 2$

Figure 4 shows the strategic form of the game under this utility model and under scheme $\sigma_0$. This figure illustrates that block coding the side stream allows a player to protect itself against non-cooperation to some extent. However, neither of Pareto optimal operating points are rational outcomes of the game. Instead, the dominant strategy equilibrium results in a utility profile of $(0.9, 1.1)$; a solution that is neither fair nor capacity achieving. This example reiterates our finding in previous sections: the properties of equilibrium points in the network coding game are strongly a function of utilities associated with certain schemes, and the space of allowable strategies. In addition, this example illustrates the difficulty in finding the optimal strategy to transfer information between a source-destination pair, given other users’ and the network’s (anticipated) strategies. This underlines the significance of finding network coding scheme $\sigma_0$, which ensures that a Pareto optimal capacity achieving network coding scheme emerges as the dominant strategy equilibrium of the network.

In the following section, we extend these results to a class of two user unicast network coding problems which can be viewed as the generalization of our extended butterfly network.
Finally, we introduce a lemma regarding the partitioning of paths in $\mathcal{K}$.

**Lemma 1**: For any network $G = (V, E)$, there exists a unique partition of paths in $\mathcal{K}$ into minimal interacting path groups.

**Proof**: We note that by their construction, minimal interacting path groups are equivalence classes over sets of paths (the relation defined by “interacting” is reflexive, symmetric, and transitive). We note that the equivalence classes defined by such a relation uniquely partition a set (see e.g. [15], page 3), and we are done.

We restrict our attention to a subset of networks which satisfy certain properties, as defined by the assumptions below.

**Assumption 1**: Let $\mathcal{P} = \{P_1, \ldots, P_M\}$ be the partitioning of graph $G$ into minimal interacting path groups. Then for $\forall m = 1, \ldots, M$ where $|P_m| > 1$, $\exists k_1, k_2 \in P_m$ such that $p_{k_1} \cup p_{k_2} = E_{P_m}$.

**Assumption 2**: Consider $P_m$ to be a shared minimal interacting path group. $P_m$ does not contain undirected cycles.

From this point on, we will refer to two-user unicast networks that satisfy Assumption 1 and Assumption 2 as *generalized butterfly networks*. Notice that Assumption 1 requires that the set of links traversed by the paths in any given minimal interacting path group either belong to a single path, or can be traversed by exactly two paths. Assumption 2 requires that there are no “loop” structures on the shared path groups. These assumptions are derived from the intuition gained by considering the extended butterfly network from Section III, and allow for the construction of a linear XOR network coding scheme. Intuitively, Assumption 1 guarantees that if two paths interact on a given link, they do not interact with other paths on other links. Hence, the decision of how to utilize the capacity on a given shared link does not affect decisions about how to utilize capacity of shared links traversed by other paths in the network. Assumption 2 simply ensures that there is only one path from $S(i)$ to $T(i)$ over which network coded flows can traverse. These assumptions significantly limit/simplify the structure of the network and allow for a simple XOR/routing-based scheme to achieve capacity.

In the next section, we will show that for all generalized butterfly networks, there exists a network coding scheme which ensures the emergence of a capacity achieving scheme as the dominant strategy equilibrium of the corresponding network coding game. It turns out that in order to precisely construct such a network coding scheme, we need information about certain cuts in the network\(^5\). To that end, we define the following cuts on the network which will be used extensively both in the main results section below, and in the proofs contained in Appendices B-E.

<table>
<thead>
<tr>
<th>Cut Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A^D_i$</td>
<td>Minimum cut separating $S(i)$ from $T(i)$ on subgraph $H^1$</td>
</tr>
<tr>
<td>$A^B_i$</td>
<td>Minimum cut separating $S(i)$ from $T(j)$ on subgraph $H^1$</td>
</tr>
<tr>
<td>$A^2_i$</td>
<td>Minimum cut separating $S(i)$ from ${T(i), T(j)}$ on subgraph $H^1$</td>
</tr>
<tr>
<td>$B^1C_i$</td>
<td>Minimum cut separating $S(i)$ from $T(i)$ on subgraph $H^2$</td>
</tr>
<tr>
<td>$B^L_i$</td>
<td>Minimum cut separating $S(1)$ from $T(1)$ and $S(2)$ from $T(2)$ on subgraph $H^2$</td>
</tr>
<tr>
<td>$B^t_i$</td>
<td>Minimum cut separating $S(i)$ from ${T(i), T(j)}$ and $S(j)$ from $T(j)$ on subgraph $H^2$</td>
</tr>
</tbody>
</table>

Notice that the cuts defined above can be categorized into two groups: those defined over dedicated path groups, and those defined over shared path groups. Intuitively, the dedicated path groups can be thought of as side-trees; this is where network coding (or traditional routing) may occur. For further discussion, including intuitive explanations of these cuts and their relationship to network coding schemes, see Appendix A.

**B. Description of the Network Coding Game**

We formulate the non-cooperative network coding game as a simultaneous move game in which the source nodes are players. As with the example in Section III, the network is modeled as a benevolent manager whose only interest is in achieving capacity of the network. The network’s “control knob” is its ability to choose the network coding scheme employed by intermediate nodes. The source nodes are selfish players interested in maximizing their own unicast flowrate.

The examples in Section III suggest that the network should employ a coding scheme similar to scheme $\sigma_0$. For our class of generalized butterfly networks, we use a network coding scheme with the following properties:

- **P1.** We employ only linear XOR coding of previously unencoded information.
- **P2.** Network coding occurs only over shared path groups.
- **P3.** The amount of information network coded is equal to the minimum amount of network codable information from the two users.
- **P4.** Any capacity on shared path groups that remains after network coding occurs is split according to a fixed ratio of $\alpha$ to user 1 and $1 - \alpha$ to user 2.
- **P5.** These properties are assumed to be fixed and known to all players apriori.

Formally, we denote by $\mathcal{F} = [\mathcal{N}, \{\Sigma_i\}, \{U_i(\cdot)\}]$ the non-cooperative network coding game. The set of players is denoted by $\mathcal{N} = \{1, 2\}$, where $S(i)$ and $T(i)$ are the source and destination nodes for unicast flows $i = 1, 2$. The strategy space of player $i$ consists of how it utilizes the capacity of its cut

\(^5\)This is similar to the idea that we needed to know the link capacities $c_1$ and $c_2$ in order to construct a network coding scheme for the simple generalization of the butterfly example presented in Section III. Since we are considering general two-user networks, however, we need to work with cuts in the network rather than link capacities.
\[ A^T. \] In other words, the flow of information from source \( S(i) \) over the dedicated path groups can be broken into a stream of duplicated bits at rate \( r_{D}^{i} \) and an independent stream of bits carrying fresh information bits towards destination \( T(i) \) at rate \( r_{D}^{i}. \) Thus, as in the example in Section III, action \( \sigma_i = (r_{D}^{i}, r_{S}^{i}) \) specifies the rates of flows from source \( S(i) \) on its side trees (dedicated path groups): \( r_{D}^{i} \) is the total of all flow rates for those bits which are not duplicated in other parts of the network and are routed toward destination \( T(i), \) while \( r_{S}^{i} \) is the flow rate for those bits that are routed toward \( T(-(i)) \) and are duplicate copies of information sent over the shared path groups.\(^6\) Mathematically, the strategy space of player \( i \) is

\[
\Sigma_i = \{(r_{D}^{i}, r_{S}^{i}) : r_{D}^{i} \leq C(A_{D}^{i}), r_{S}^{i} \leq C(A_{S}^{i}), r_{D}^{i} + r_{S}^{i} \leq C(A_{T}^{i})\} \tag{1}
\]

where the cuts \( A_{D}^{i}, A_{S}^{i}, \) and \( A_{T}^{i} \) are defined in Section IV-A.\(^7\)

For all \( i = 1, 2, \) let \( U_i(\sigma_i, \sigma_{-i}) \) be the total rate of information originated at \( S(i) \) and decoded at destination node \( T(i). \) Since user \( i \) is only interested in its unicast flow rate, the utility of user \( i \) is defined as \( U_i(\sigma_i, \sigma_{-i}) = R_i, \) where \( R_i \) is the total rate of information that originates at source node \( S(i) \) and is decoded at destination node \( T(i). \)

As in the example in Section III, the total rate achieved by each user (and hence the rational behavior of each user) depends on how the network (acting as a benevolent manager) implements the network coding scheme. Here, a network coding scheme is parameterized by three quantities:

- Total network coding (XOR) rate, \( r^{NC}. \)
- Routing capacity of the shared path groups reserved for the uncoded traffic from \( S(1) \) to \( T(1), \) denoted by \( r_{E}^{i}. \)
- Routing capacity of the shared path groups reserved for uncoded traffic from \( S(2) \) to \( T(2), \) denoted by \( r_{E}^{i}. \)

In other words, the network coding scheme can be described by a mapping:

\[
\sigma_0 : \Sigma_1 \times \Sigma_2 \rightarrow \mathbb{R}^3
\]

\[
\{r_{D}^{1}, r_{S}^{1}, r_{D}^{2}, r_{S}^{2}\} \rightarrow \{r^{NC}, r_{E}^{1}, r_{E}^{2}\}.
\]

In particular,

\[
r^{NC} = \min(r_{S}^{1} + r_{E}^{1}, r_{S}^{2} + r_{E}^{2}, C(B_{1}^{NC}), C(B_{2}^{NC})) \tag{2}
\]

where

\[
r_{E}^{i} = C(B_{1}^{T}) - C(B_{1}^{L}) \tag{3}
\]

and

\[
(r_{E}^{1}, r_{E}^{2}) = \begin{cases} (C(B_{1}^{NC}) - r^{NC}, C(B_{2}^{NC}) - C(B_{1}^{NC})) & \text{if } \alpha [C(B_{2}^{L}) - r^{NC}] \geq C(B_{1}^{NC}) - r^{NC} \\ (C(B_{2}^{NC}) - C(B_{1}^{NC}), C(B_{2}^{NC}) - r^{NC}) & \text{if } (1 - \alpha) [C(B_{2}^{L}) - r^{NC}] \geq C(B_{1}^{NC}) - r^{NC} \\ (\alpha (C(B_{2}^{L}) - r^{NC}), (1 - \alpha) (C(B_{1}^{L}) - r^{NC})) & \text{Otherwise}
\end{cases}
\]

Note that the restriction of transmission rate vectors to \( r_{D}^{i} \leq C(A_{D}^{i}) \) and \( r_{S}^{i} \leq C(A_{S}^{i}) \) comes from the max-flow min-cut theorem, and does not incur any loss of generality.

C. Main Results: Existence of a Pareto Optimal Dominant Strategy Equilibrium

In this section we address the question of existence and construction of a coding scheme satisfying P1-P5, and the resulting equilibrium properties. It turns out that in the case of generalized butterfly networks, not only can we always construct a network coding solution that satisfies P1-P5 and achieves capacity, but we can do so with a combination of routing and linear XOR codes! To that end, we introduce the following theorem.

**Theorem 1:** Given a generalized butterfly network, for any pair of user strategies \( (\sigma_1, \sigma_2) \in \{\Sigma_1 \times \Sigma_2\} \) there exists a network coding scheme \( \sigma_0(\cdot) \) that satisfies Properties P1-P5 and that achieves the unicast rate vector \( (R_1, R_2) \) where \( R_i \) is given in Theorem 2, and let \( \sigma_0(\cdot) \) achieve the cut-set bounds for these rates. For additional explanation of this network coding scheme, the rates involved, and their relationship to the cut-set bounds see Appendix A.

Of course, the obvious questions that arise are 1) can we always construct such a coding scheme, and 2) what are the rates achieved by such a scheme? The next section provides answers to these questions.

**Theorem 2:** Let the vector

\[
\sigma_i^* := (r_{D}^{i*}, r_{S}^{i*}) = (C(A_{D}^{i}), C(A_{T}^{i}) - C(A_{D}^{i})) \forall i = 1, 2
\]

denote user strategies. Then given a generalized butterfly network, \( \sigma_i^* \) is a dominant strategy for users \( i = 1, 2. \)

**Proof:** See Appendix C.

Once we know that it is possible to construct a feasible network coding scheme as above, we turn our attention to the incentive structure of the game. If users know that the network will follow the strategy given by \( \sigma_0(\cdot), \) how will this impact their choice of transmission strategy \( (r_{D}^{1}, r_{S}^{1})? \) In order to address this, we introduce the following theorem.

**Theorem 3:** Let \( \sigma_i^* \) be the dominant strategy for \( i = 1, 2 \) given in Theorem 2, and let \( \sigma_0^* = \sigma_0(\sigma_i^*, \sigma_j^*). \) Then given a generalized butterfly network, the rate assignment \( (R_1, R_2) \) achieved by the collective actions \( (\sigma_0^*, \sigma_i^*, \sigma_j^*) \) achieves capacity of the network, hence is Pareto optimal.

**Proof:** See Appendix D.

The collection of Theorems 1-3 provide a complete picture of a network coding scheme for generalized butterfly networks.
They not only provide a capacity achieving network code for generalized butterfly networks, but do so in a manner where the desirable (capacity achieving) solution emerges as a rational (dominant strategy) outcome of the network coding game between the two users. The difficulty in generalizing the above result to the more general network setting involves not only the construction of a capacity achieving solution, but also in the investigation of the space of strategies for users and their incentives in manipulating or participating in the scheme. Next, viewing our strong results above as a first step, we catalogue and motivate the range of interesting problems and future areas of investigation.

V. Future Work and Conclusion

While many simple and opportunistic XOR coding schemes have been advocated in the literature, the (critically practical) issue of robustness of such schemes to selfish behavior has, for the most part, been left unaddressed. In this work, we examined the robustness of given network coding solutions to selfish behavior. More precisely, we considered a context when sources of unicast flow have autonomy over the scheme according to which bits of information are generated and transmitted over different parts of the network. Using a non-cooperative game theoretic formulation, we asked whether or not the desirable solutions emerge as the outcome of the interaction among autonomous and rational unicast flows. From this perspective, a given network coding solution is robust to non-cooperation only if the desirable solution can be sustained, in a dominant strategy or Nash sense, at the equilibrium operation of the corresponding network coding game. In other words, we have shown that efficiency as well as the robustness to the non-cooperative nature of network users for any given network coding scheme is strongly related to the equilibrium properties of the corresponding network coding game. Furthermore, we have shown that for a class of two-user unicast networks, it is possible to construct a network coding scheme for which participation in the network coding scheme is a dominant strategy for all users, and for which the resulting rate assignment is capacity achieving, hence Pareto-optimal. Below, we discuss several other possible extensions of this work.

First, the results presented in this paper are for a class of two-user unicast networks for which it is possible to construct a capacity achieving network coding scheme. In other words, we consider a class of networks for which the utilities of users are known, hence the dominant strategy property can be shown. In [10], a generalized outer bound is shown to characterize the capacity of a degree-two, three-layer networks - a special class of networks that satisfy Assumptions 1 and 2. The capacity achieving scheme for this degree-2 three layer network for two unicast flows is a generalization of the capacity achieving scheme in a classical butterfly network, hence, is a dominant strategy by Theorem 2. An interesting area of future research is an extension of our work to three-layer networks of higher degrees or with more than two unicast flows.

Second, the analysis presented in this paper is based on the notion that the actions of users are observable by the network manager who is capable of making centralized network coding decisions. In a realistic system with distributed implementation, however, this assumption might not hold. In such a case, users may have incentive to declare that they are participating in the network coding scheme without actually doing so. More precisely, since users have no direct use for side information sent to other destinations, what would prevent a user from declaring its packets “network codable” without actually sending the requisite side information for decoding at other destinations? For instance, consider this question in the context of the generalization of the classical butterfly network in Figure 2. In case of scheme $\sigma^0_2$, user 2 has an incentive to “pretend” that it has a side capacity of .4 to transfer side information in order to increase the network coding rate $r^{NC}$ from .6 to .7. This will increase user 2’s rate (utility) while decreasing his opponent’s utility by the same amount!

Intuitively, this phenomenon can be explained as follows. The capacity achieving network coding schemes in generalized butterfly networks with unicast flows, in effect, provide a means for redistributing and swapping resources (link capacities) which would be left underutilized by a traditional routing solution. In the context of incomplete information, however, these trading schemes are sensitive to users’ withholding of information about the traded object(s). As such, designing network coding mechanisms that enforce truth telling as well as cooperation in the network coding scheme is another important topic of future research.

APPENDIX A

Further Insights and Intuition

In Section IV-A, we introduced a set of cuts over the network. These cuts are chosen specifically for the construction of the proposed capacity achieving network coding scheme and are used to prove Theorems 1-3 in Appendix B. Here, we offer additional details and insights regarding these cuts and their relationship to the network coding scheme. As such, this appendix is solely designed to provide intuition and does not provide any further technical material.

The cuts defined in Section IV-A can be broken into two categories: those that are defined over the subgraph induced by the set of dedicated path groups, and those that are defined over the subgraph induced by the set of shared path groups. Intuitively, the subgraph induced by the set of dedicated path groups can be thought of as a graph of side-trees, over which users have the choice to send either side information or fresh bits. As we will see, the network coding scheme constructed in the next appendix does not perform any network coding over this subgraph. The subgraph induced by the set of shared path groups can be thought of as disjoint butterfly-like structures, over which network coding may occur.

Using this idea of side-trees and butterfly-like structures, the rate assignments for each user can be broken into several components, summarized in the following table.
The rates $r^D_i$ and $r^S_i$ are the rate of information sent over dedicated path groups. Notice that the capacity of the cut $A^D_i$, defined as the minimum cut separating $S(i)$ from $T(i)$ on subgraph $H^1$ (the subgraph induced by the dedicated path groups), is the maximum amount of dedicated rate that can be sent by user $i$. Similarly, the capacity of the cut $A^S_i$, defined as the minimum cut separating $S(i)$ from $T(j)$ on subgraph $H^1$, is the maximum amount of side information that can be sent from $S(i)$ to either destination. In the case where users first use their available dedicated path group capacity for sending fresh information bits, we have $r^D_i = C(A^D_i)$ and $r^S_i = C(A^S_i) - C(A^D_i)$.

The rates $r^{NC}_i$, $r^R_i$ and $r^E_i$ are the rates of information sent over shared path groups. Notice that the capacity of the cut $B^NC_i$, defined as the minimum cut separating $S(i)$ from $T(i)$ on subgraph $H^2$ (the subgraph induced by the shared path groups), is the maximum amount of information that user $i$ can send either as network coded or routed information.

Notice that the table contains a component called “extra side rate,” which is used to distinguish the flow of “side” information to the destination over the shared path groups from the flow of “side” information to the destination over the dedicated path groups. In the simple generalization of butterfly network in Section III, the users were able to fully bottleneck all paths in the shared path groups with either network-coded or routing rate. In some cases, however, it may be possible to send additional side information over a shared path group. Consider, for example, the network shown in Figure 5(a).

### Table

<table>
<thead>
<tr>
<th>Rate Type</th>
<th>Rate Symbol</th>
<th>Amount of Information</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dedicated Rate</td>
<td>$r^D_i$</td>
<td>Amount of information sent from $S(i)$ to $T(i)$ over dedicated path groups</td>
</tr>
<tr>
<td>Side Rate</td>
<td>$r^S_i$</td>
<td>Amount of information sent from $S(i)$ to $T(j)$ over dedicated path groups</td>
</tr>
<tr>
<td>Network Coded Rate</td>
<td>$r^{NC}_i$</td>
<td>Amount of information sent over shared path groups which is network coded</td>
</tr>
<tr>
<td>Routing Rate</td>
<td>$r^R_i$</td>
<td>Amount of information sent from $S(i)$ to $T(i)$ over shared path groups which is not network coded</td>
</tr>
<tr>
<td>Extra Side Rate</td>
<td>$r^E_i$</td>
<td>Amount of information sent from $S(i)$ to $T(j)$ over shared path groups</td>
</tr>
</tbody>
</table>

### Appendix B

**Proof of Theorem 1**

The proof of Theorem 1 is constructive; that is, we provide a procedure for assigning rates and network coding operations along individual paths in the network. To do so, we require an alternate enumeration of paths in the network that captures the salient features of the 2-user generalized butterfly network defined by Assumption 1 and Assumption 2. This alternate enumeration of paths is constructed as follows:

**Procedure P1**

Let $\mathcal{P} = \{P_1, \ldots, P_M\}$ be the set of minimal interacting path groups for network $G$, and let $\mathcal{K}^D_i$, $\mathcal{K}^S_i$, $\mathcal{K}^{NC}_i$, $\mathcal{K}^E_i$ for $i = 1, 2$ be initially empty sets of paths. For each minimal interacting path group $m = 1, \ldots, M$ in $\mathcal{P}$, do the following:

**Step P1-1** When $|P_m| = 1$, there is a single path $k \in P_m$. If path $k$ traverses from $S(1)$ to $T(1)$ (from $S(2)$ to $T(2)$), add it to $\mathcal{K}^D_i$ (to $\mathcal{K}^S_i$). If path $k$ traverses from $S(1)$ to $T(2)$ (from $S(2)$ to $T(1)$), add it to $\mathcal{K}^{NC}_i$ (to $\mathcal{K}^E_i$).

**Step P1-2** When $|P_m| > 1$ and $P_m$ is a dedicated minimal interacting path group, Assumption 1 guarantees that there exists at least one pair of paths $k_1$ and $k_2$ such that...
that \( p_k \cup p_k = E_{p_m} \). If \( k \) traverses from \( S(1) \) to \( T(1) \) (from \( S(2) \) to \( T(2) \)), add it to \( K_1^D \) (to \( K_2^D \)). If path \( k \) traverses from \( S(1) \) to \( T(2) \) (from \( S(2) \) to \( T(1) \)), add it to \( K_1^S \) (to \( K_2^S \)). Do the same for path \( k \).

**Step 1-3** When \( |P_m| > 1 \) and \( P_m \) is a shared minimal interacting path group, from Assumption 1 and Assumption 2 we know that there exists exactly one pair of paths \( k_1 \) and \( k_2 \) such that path \( k_1 \) goes from \( S(1) \) to \( T(1) \), path \( k_2 \) goes from \( S(2) \) to \( T(2) \), and \( p_k \cup p_k = E_p \). Add \( k_1 \) to \( K_1^NC \) and \( k_2 \) to \( K_2^NC \). Similarly, there is exactly one pair of paths \( k_1 \) and \( k_2 \) such that path \( k_1 \) goes from \( S(1) \) to \( T(2) \) and \( k_2 \) goes from \( S(2) \) to \( T(1) \). Add \( k_1 \) to \( K_1^F \) and \( k_2 \) to \( K_2^F \).

**Step 1-4** Set \( K_1 = \{ K_1^D \cup K_1^NC \} \) and \( K_2 = \{ K_2^D \cup K_2^NC \} \) and \( F^2 = \{ p_k : k \in (K_1^D \cup K_2^D \cup K_1^NC \cup K_2^NC) \} \) and \( F^1 \) be as constructed above. Then these sets satisfy the following properties:

\[
F^1 \cup F^2 = E, \tag{10}
\]

\[
F^1 \cap F^2 = \rho \cup \varphi, \tag{11}
\]

\[
(k \in K_1^D \cup K_2^D \cap (U_{k \in K_1^NC} p_k) \cup (U_{k \in K_1^NC} p_k)) \subseteq (\rho \cup \varphi), \tag{12}
\]

\[
(k \in K_1^NC \cup K_2^NC \cap (U_{k \in K_1^NC} p_k) \subseteq (\rho \cup \varphi), \tag{13}
\]

\[
\forall k_1 \in K_1^NC \exists k_2 \in K_2^NC \text{ such that } (p_{k_1} \cup p_{k_2}) \subseteq (\rho \cup \varphi). \tag{14}
\]

**Proof:** Procedure P2 is a constructive proof of this theorem for networks satisfying Assumptions 1-2.

We now turn to the construction of a network-coding/rate-assignment scheme. Notice that not only does the enumeration of paths given by Procedure P2 capture all of the relevant information about network \( G \), but it has a natural structure in terms of our desired network-coding/rate-assignment scheme. In particular, the sets \( K_1^D \) contain paths along which users transmit “dedicated” information to their own destination, and along which network coding does not occur. The sets \( K_1^NC \) contain paths along which users can at best transmit “side” information to other destinations for use in decoding. The sets \( K_1^NC \) contain paths along which users transmit information to their own destination, but along which network coding may occur. Finally, the sets \( K_1^F \) contain additional paths along which side information can be transmitted for use in decoding.

The procedure for finding the rate assignments consists of several steps in which rates are allocated to individual paths in the network. We denote by \( r_{ik} \) the rate sent from source \( i \) along path \( k \in K_i \). The fact that the strategy spaces defined

\[\text{in Section IV are constrained by certain cut set bounds is crucial to being able to construct these rate assignments along individual paths.}\]

**Rate Assignment Procedure R**

**Step R1:** Assign Dedicated Rates

Assign rates \( r_{ik} \) along every path \( k \in K_i^D \) such that

\[
\sum_{k \in K_i^D} r_{ik} \psi_{kl} \leq C_l, \forall l \in L \tag{15}
\]

and

\[
\sum_{k \in K_i^D} r_{ik} = r^D_{i}, \forall i = 1, 2. \tag{16}
\]

Notice that (12) combined with the strategy space restriction given by (1) ensures it is possible to assign dedicated rates in a way that satisfies (15).

**Step R2:** Assign Side Information Rates

Assign rates \( r_{ik} \) along every path \( k \in K_i^S \) such that

\[
\sum_{i=1}^{N} \left[ \sum_{k \in K_i^D} r_{ik} \psi_{kl} + \sum_{k \in K_i^S} r_{ik} \psi_{kl} \right] \leq C_l \tag{17}
\]

and

\[
\sum_{k \in K_i^S} r_{ik} = r^S_{i}. \tag{18}
\]

Notice that (12) and (13) combined with the strategy space restriction given by (1) ensures it is possible to assign side rates in a way that satisfies (17).

**Step R3:** Assign Network Coded Rates

Recall from (14) that for each path \( k_1 \in K_1^NC \), there exists exactly one path \( k_2 \in K_2^NC \) such that \( k_1 \) and \( k_2 \) share at least one link. For each such pair, assign network coding rates \( r'_{1k_1} = r'_{2k_2} \) such that

\[
\max \left( \sum_{k \in K_1^NC} r'_{1k} \psi_{kl}, \sum_{k \in K_2^NC} r'_{2k} \psi_{kl} \right) \leq C_l \tag{19}
\]

and

\[
\sum_{k \in K_1^NC} r'_{1k} = \sum_{k \in K_2^NC} r'_{2k} = r^{NC}, \tag{20}
\]

where the value of \( r^{NC} \) is chosen according to (2). Note that, due to XOR coding at the intermediate nodes, it is the physical flow, given by

\[
\max \left( \sum_{k \in K_1^NC} r'_{1k} \psi_{kl}, \sum_{k \in K_2^NC} r'_{2k} \psi_{kl} \right)
\]

rather than the information flow, given by

\[
\sum_{k \in K_1^NC} r'_{1k} \psi_{kl} + \sum_{k \in K_2^NC} r'_{2k} \psi_{kl}
\]

that must satisfy the link capacity constraints. Furthermore, since \( r^{NC} \leq \min \left[ C(B_1^{NC}), C(B_2^{2NC}) \right] \), it is always possible to construct rates that satisfy (19).

**Step R4:** Assign Routing Rates

\[\text{If there exists more than one such pair, arbitrarily choose any single pair.}\]
Assign rates $r_{ik}$ along every path $k \in K_i^{NC}$ for each user $i = 1, 2$ such that

$$
\sum_{i=1}^{2} \left( \sum_{k \in K_i^{NC}} r_{ik} \psi_{kl} \right) + \max \left( \sum_{k \in K_i^{NC}} r'_{ik} \psi_{kl} \right),
$$

\begin{equation}
\sum_{k \in K_i^{NC}} r'_{2k} \psi_{kl} \leq C_i, \ \forall l \in \mathcal{L},
\end{equation}

and

$$
\sum_{k \in K_i^{NC}} r_{ik} = r_i^R, \ \forall i = 1, 2,
\end{equation}

where $r_i^R$ is chosen according to (4). Since $r_i^{NC} + r_i^R \leq C(B_i^{NC}) \ \forall i = 1, 2$ and $r_i^{NC} + r_i^R \leq C(B_i^L)$, it is always possible to construct rates that satisfy (22).

**Step R.5: Assign Extra Rates**

Assign rates $r_{ik}$ along every path $k \in K_i^E$ such that

$$
\sum_{i=1}^{2} \left[ \sum_{k \in K_i^{NC} \cap K_i^E} r_{ik} \psi_{kl} \right] + \max \left( \sum_{k \in K_i^{NC}} r'_{ik} \psi_{kl} \right),
$$

\begin{equation}
\sum_{k \in K_i^{NC}} r'_{2k} \psi_{kl} \leq C_i, \ \forall l \in \mathcal{L},
\end{equation}

and

$$
\sum_{k \in K_i^{NC}} r_{ik} = r_i^E.
\end{equation}

Note that the construction of $r_i^E = C(B_i^T) - C(B_i^L)$ ensures that it is always possible to assign rates that satisfy (24).

By construction, the rate assignment procedure R satisfies the capacity constraints of the network. All that is left to prove Theorem 1 is to show that the information received at the destination nodes can be correctly decoded. Since we are only using linear XOR codes on previously uncoded information, the only requirement for successful decoding at the destination node is that the amount of side information received is at least as much as the amount of information that was coded. But this is guaranteed by the choice of $r_i^{NC}$ given by (2). Hence, each source receives total rate $R_i = r_i^D + r_i^S + r_i^R$, and we are done.

**APPENDIX C**

**PROOF OF THEOREM 2**

Without loss of generality, we fix the strategy of user 2 and consider what happens as user 1 varies its strategy. We break the proof of Theorem 2 into the following lemmas:

- User 1 cannot increase its utility by setting $r_1^D < C(A_1^D)$.
- User 1 cannot increase its utility by setting $r_1^S < C(A_1^S) - C(A_1^D)$.
- User 1 cannot increase its utility by setting $r_1^R < C(A_1^R)$.
- User 1 cannot increase its utility by setting $r_1^S < C(A_1^S) - C(A_1^D)$.

**Lemma 3:** User 1 cannot increase its utility by setting $r_1^D > C(A_1^D)$.

**Proof:** This comes from the definition of the strategy space of users, in which $r_1^D \leq C(A_1^D)$.

**Lemma 4:** User 1 cannot increase its utility by setting $r_1^S > C(A_1^T) - C(A_1^D)$.

**Proof:** Let $\hat{r}_1^S = C(A_1^T) - C(A_1^D)$, and let $\hat{r}_1^S = r_1^S + \Delta$ where $\Delta > 0$. From (2), we know that $r_1^{NC} \leq r_1^{NC} + \Delta$. But we also know that the side and dedicated rates must satisfy the cut set bound $r_1^D + \hat{r}_1^S \leq C(A_1^T)$. Hence, $r_1^D \leq r_1^{NC}$. This gives:

$$\hat{r}_1^D + \hat{r}_1^{NC} \leq r_1^{NC} + \Delta = r_1^D + r_1^{NC}.$$

We only have left to show that a user cannot improve its routing rate $r_1^D$ above rate $r_1^{RS}$. To do, recall from (4) that the formula for $r_1^D$ can take on one of three forms.

First, we consider the case when $\alpha [C(B^L) - r_1^{NC}] \geq C(B_1^{NC}) - r_1^{NC}$ and $(1 - \alpha) [C(B^L) - r_1^{NC}] \geq C(B_2^{NC}) - r_1^{NC}$. Since $r_1^S > r_1^{RS}$, then $r_1^{NC} \geq r_1^{NC}$, which in turn means $C(B_1^L) - r_1^{NC} \leq C(B_1^L) - r_1^{NC}$. In other words, if $2^{\hat{r}_1^{RS}}$ is assigned according to (4), then so will $2^{\hat{r}_1^D}$. But

$$\hat{r}_1^D = \alpha [C(B^L) - r_1^{NC}] \leq \alpha [C(B^L) - r_1^{NC}] = r_1^{RS}.$$

Next, consider the case when $\alpha [C(B_1^L) - r_1^{NC}] \geq C(B_1^{NC}) - r_1^{NC}$. Here $2^{\hat{r}_1^D}$ is assigned according to (4). Notice, however, that $2^{\hat{r}_1^D} = C(B_1^{NC}) - r_1^{NC}$ satisfies the cut set bound $r_1^D + r_1^{NC} \leq C(B_1^{NC})$. Thus

$$\hat{r}_1^D = r_1^{NC} - \hat{r}_1^{NC} = r_1^D + r_1^{NC} - r_1^{NC} > r_1^{RS}.$$

Finally, consider the case when $(1 - \alpha) [C(B^L) - r_1^{NC}] \geq C(B_2^{NC}) - r_1^{NC}$, hence routing rates are assigned according to (4). If $(1 - \alpha) [C(B^L) - r_1^{NC}] \geq C(B_2^{NC}) - r_1^{NC}$ - i.e. the change in network coding rate does not change the fact that user 2 cannot use its designated portion of the leftover capacity, then the routing rate of user 1 stays exactly the same. If, however, the change in network coding rate means that user 2 can now use its designated portion of the leftover capacity - i.e. since there is less leftover capacity the routing rates are now assigned according to (4) - then we have the following:

$$\hat{r}_1^D = \alpha [C(B^L) - r_1^{NC}] \leq \alpha [C(B^L) - r_1^{NC}] = r_1^{RS}.$$

But, from the assumption that $2^{\hat{r}_1^{RS}}$ was assigned according to (4), we have

$$(1 - \alpha) [C(B^L) - r_1^{NC}] \geq C(B_2^{NC}) - r_1^{NC}.$$

Rearranging gives

$$\alpha [C(B^L) - r_1^{NC}] \leq C(B^L) - C(B_2^{NC}) = r_1^{RS}.$$

Substituting into (25) gives $r_1^D \leq r_1^{RS}$, and we are done.

**Lemma 5:** User 1 cannot improve its utility by setting $r_1^D < C(A_1^D)$.

**Proof:** Since the value of $r_1^D$ only plays a role in the network coding scheme insofar as it determines how much side
information can be sent, decreasing the value of \( r^D \) can only improve the utility of a user if increasing the side information beyond \( C(A^T_1) - C(A^D_1) \) can improve the users’ utility. From Lemma 4, we know that this is not true, hence we are done.

Lemma 6: User 1 cannot increase its utility by setting \( r^S_1 < C(A^T_1) - C(A^D_1) \).

Proof: Since user 1 can send its min-cut max-flow value \( r^D = C(A^D_1) \) while also sending \( r^S_1 = C(A^T_1) - C(A^D_1) \), the user cannot send any additional dedicated rate even if it decreases its side rate. On the other hand, if \( r^S_1 < r^S_1 \), then \( r^NC \leq r^NC_1 \). If the network coding rate is decreased, then the leftover capacity that can be split between the users is increased by that same amount. At best, user 1 can acquire all of that capacity. Even if user 1 acquires all of the additional leftover capacity (which it may not), that still only exactly offsets the loss in network coding rate. Thus, we have:

\[
r^NC + r^R = r^NC_1 + r^R
\]

Hence, the rate of user 1 cannot be improved.

Since the above lemmas delineate all of the ways in which a user could deviate from the strategy \( \sigma^* \), and by symmetry of users 1 and 2, we have the proof for Theorem 2.

APPENDIX D

PROOF OF THEOREM 3

The proof of Theorem 3 consists of two main components. First, we develop an outer bound for the capacity region of two-user unicast networks using cut-set bounds. Then, we show that the rate assignment scheme constructed in Appendix B achieves the outer bound for generalized butterfly networks by relating these cut-sets to the cut-sets introduced in Section IV-A. The proofs use the notion of informational dominance in graphs, introduced in [11]. For completeness, we have included useful results from [11] in Appendix E.

In order to facilitate the proof of Theorem 3, we first introduce the following procedure for finding cuts in the network that will give the outer bound on the network capacity for network coding.

Procedure P2

Step P2-1 Consider graph \( G \). Find the smallest cut \( A^1_1 \) that separates \( S(1) \) from \( T(1) \) on \( G \).

Step P2-2 Consider graph \( G \). Find the smallest cut \( A^1_2 \) that separates \( S(2) \) from \( T(2) \) on \( G \).

Step P2-3 Create subgraph \( G^1 = (V, E^1) \), where \( E^1 = \bigcup_{P_m \in P^D} (E_{P_m}) \).

Step P2-3.1 Find the smallest cut \( A^1_3 \) that separates \( S(1) \) from \( \{T(1), T(2)\} \) and \( S(2) \) from \( T(2) \) on \( G^1 \).

Step P2-3.2 Find the smallest cut \( A^1_4 \) that separates \( S(2) \) from \( \{T(1), T(2)\} \) and \( S(1) \) from \( T(1) \) on \( G^1 \).

Step P2-4 Create subgraph \( G^2 = (V, E^2) \), where \( E^2 = \bigcup_{P_m \in P^S} (E_{P_m}) \).

Step P2-4.1 Find the smallest cut \( A^1_5 \) that separates \( S(1) \) from \( \{T(1), T(2)\} \) and \( S(2) \) from \( T(2) \) on \( G^2 \setminus A^3_1 \).

Step P2-4.2 Find the smallest cut \( A^1_6 \) that separates \( S(2) \) from \( \{T(1), T(2)\} \) and \( S(1) \) from \( T(1) \) on \( G^2 \setminus A^3_2 \).

Step P2-5 Set \( A = \begin{cases} A^1_3 \cup A^1_4 & \text{if } C(A^1_3 \cup A^1_4) < C(A^1_2 \cup A^1_5) \\ A^1_5 \cup A^1_6 & \text{else} \end{cases} \)

We now introduce a lemma to show that these cuts can be used to outer bound the capacity of the network. The proof is based on the informational dominance of cut sets \( A^1_1 \), \( A^1_2 \), and \( A \) as it is introduced in [11] and stated in Appendix E.

Lemma 7: Let \( R_1 \) and \( R_2 \) be the total information rate conveyed from \( S(1) \) to \( T(1) \) and from \( S(2) \) to \( T(2) \), respectively. Rates \( R_1, R_2 \) are achievable only if they satisfy the following conditions:

\[
R_1 \leq C(A^1) \quad (26)
\]

\[
R_2 \leq C(A^2) \quad (27)
\]

\[
R_1 + R_2 \leq C(A) \quad (28)
\]

where \( A_1 \), \( A_2 \), and \( A \) are as defined above. Then the capacity region of the network is a subset of \( \Delta := \{(R_1, R_2) : \text{rates } R_1, R_2 \text{ satisfy } (26)-(28)\} \).

Proof: First, consider (26) and (27). From the max-flow min-cut condition (see e.g. [16], Chapter 3), we know that the information rate between a single source and a single sink in a network is outer bounded by the capacity of the smallest cut that separates the source from the sink. Since this is exactly how we have defined \( A^1 \), we have \( R_1 \leq C(A^1) \). Similarly for the condition \( R_2 \leq C(A^2) \).

Next, consider the condition \( R_1 + R_2 \leq C(A) \). There are two main steps needed to show that this is an outer bound on the total information rate in a network that employs network coding. First, we show that the set \( A \) informationally dominates the source nodes \( S(1) \) and \( S(2) \). Then we show that this informational dominance implies that the total information rate in the network is outer bounded by \( C(A) \).

To see that \( A \) informationally dominates the source nodes \( S(1) \) and \( S(2) \), consider subgraphs \( G^1 \) and \( G^2 \), and their corresponding edge sets \( E^1 \) and \( E^2 \). We note that by definition, \( E^1 \cup E^2 = E \) and \( E^1 \cap E^2 = \emptyset \). In other words, the edge sets \( E^1 \) and \( E^2 \) are disjoint except for the infinite capacity source and destination edges - hence cuts \( A^1_3 \) and \( A^1_4 \) are completely disjoint. Now, consider subgraph \( G \setminus A^1_3 \). By construction of \( A^1_3 \) and \( A^1_4 \) and using the fact that \( E^1 \) and \( E^2 \) are disjoint except at the source and destination edges, \( T(2) \) is not reachable from a source node. From Fact 3 in Appendix E, \( T(2) \in Dom(A^2 _1 \cup A^1_4) \), hence \( S(2) \in Dom(A^2 _1 \cup A^1) \) on \( G \). Since \( S(2) \in Dom(A^2 _1 \cup A^1_4) \), and by construction of \( A^1_3 \) and \( A^1_4 \), \( T(1) \) is not reachable from a source node in \( G \setminus Dom(A^1_3 \cup A^1 \) \). Again from Fact 3 in Appendix E, we have \( T(1) \in Dom(A^2_1 \cup A^1_2) \), hence \( S(1) \in Dom(A^2_1 \cup A^1_2) \) on \( G \).

Once we have that \( \{S(1), S(2)\} \subseteq Dom(A^2_1 \cup A^1_2) \), we have:

\[
H(A^1_3 \cup A^1_4) \geq H(S(1), S(2)) = H(S(1)) + H(S(2)) \geq (r_1 + r_2) \log_2(b),
\]
where the first inequality comes from Fact 2 in Appendix E, the equality comes from an assumption of independent sources, and the last inequality comes from Fact 1 in Appendix E. But we also have

\[ H(A_2^1 \cup A_2^1) \leq \sum_{l \in (A_2^2 \cup A_2^2)} c_l \log_2(b), \]

where the first inequality comes from the definition of entropy, and the second inequality comes from Fact 1 in Appendix E. Combining these two inequalities, we get:

\[ C(A_2^1 \cup A_2^1) = \sum_{l \in (A_2^2 \cup A_2^2)} c_l \geq R_1 + R_2 \]

We can follow the same argument using cuts \( A_2^2 \) and \( A_2^4 \) to get \( C(A_2^2 \cup A_2^2) \geq R_1 + R_2 \). Since this is an outer bound on \( R_1 + R_2 \) and we defined \( A \) to be the \( \text{arg min} \) of \( C(A_2^1 \cup A_2^1) \) and \( C(A_2^2 \cup A_2^2) \), then \( C(A) \geq R_1 + R_2 \) and we are done.

Figures 6 and 7 show the two possible shapes the region given by \( \Delta \) can take. Figure 6 shows the case when the line \( R_1 + R_2 = C(A) \) does not intersect the lines \( R_1 = C(A_1) \) and \( R_2 = C(A_2) \). This shape results, for example, if user \( i \) has a set of paths along which it can only send information from \( S(i) \) to \( T(j) \), and which have much larger capacities than the paths along which user \( i \) can send information from \( S(i) \) to \( T(i) \). Figure 7 shows the case when the line \( R_1 + R_2 = C(A) \) intersects the lines \( R_1 = C(A_1) \) and \( R_2 = C(A_2) \). If \( \Delta \) takes on this shape, there may be a multi-user gain that can be achieved with network coding.

Next, we introduce the following lemmas to show that the corner points of the region \( \Delta \) is achievable. From standard time-sharing argument, the achievability of corner points implies the achievability of the whole \( \Delta \) region.

**Lemma 8:** Let \((R_1^A, R_2^A)\) be the rate assignment given by the rate assignment procedure in Appendix B when \( \alpha = 1 \). Then

\[ R_1^A = C(A_1), \]

and

\[ R_2^A = \begin{cases} C(A_2^2) & \text{if } C(A) \geq C(A_1^2) + C(A_2^2) \\ C(A) - C(A_1^2) & \text{if } C(A) < C(A_1^2) + C(A_2^2) \end{cases} \]

where \( A_1 \) and \( A_2 \) are the cuts defined in Procedure P2.

**Proof:** Each user is assigned four types of rates: dedicated, side, network coded, and routed. The side information assigned to each user is only useful for decoding at the other users’ destination, hence each users’ achieved rate is \( r_i^D + r_i^{NC} + r_i^R \). We break the proof into two cases: the case when the network coding rate is limited by the shared capacity, and the case when the network coding rate is limited by the side capacity. As we will see, these two cases correspond to the two possible shapes of the feasibility regions discussed earlier.

**Case 1:** \( \min(r_i^T, r_i^S, r_i^E) \in \{r_i^T, r_i^S\} \)

First, assume that \( \min(r_i^T, r_i^S, r_i^E, r_i^F, r_i^S + r_i^F) = r_i^T \), giving each user a network coding rate of \( r_i^T \). User 1 receives no additional routing rate since its network coding rate \( r_i^T \) bottle-necks the paths from \( S(1) \) to \( T(1) \). This gives

\[ R_1^A = r_1^D + r_1^{NC} + r_1^R = r_1^D + r_1^T = C(B_1^{1D}) + C(B_1^{2T}). \]

Recall that \( B_1^{1D} \) is the minimum cut that separates \( S(1) \) from \( T(1) \) on subgraph \( H_1^3 = (V, F_1^1) \), and \( B_1^{2T} \) is the minimum cut that separates \( S(1) \) from \( T(1) \) on subgraph \( H_1^2 = (V, F_2^1) \). This implies that \( C(B_1^{1D}) + C(B_1^{2T}) \) is the capacity of the minimum cut that separates \( S(1) \) from \( T(1) \) on graph \( G = (V, E) \). This is exactly the definition of cut \( A_1^1 \) from Step P1-1 of Procedure P2. Hence, we have \( R_1^A = C(A_1^1) \).

User 2 also receives network coding rate \( r_2^T \). The additional routing rate that user 2 receives is equal to \( r_2^T - r_1^T \) (the difference between the total rate that can be sent from \( S(2) \) to \( T(2) \) and the rate that user 2 is already sending via network
By symmetry, we also have
\[
R_2^A = r_1^D + r_{NC} + r_2^2
= r_1^D + r_1^T + r_2^T - r_2^T = r_2^D + r_2^T
= C(B_2^D) + C(B_2^T).
\]

Again, recall that \( B_2^D \) is the minimum cut that separates \( S(2) \) from \( T(2) \) on subgraph \( H_1 = (V, F_1) \), and \( B_2^T \) is the minimum cut that separates \( S(2) \) from \( T(2) \) on subgraph \( H_2 = (V, F_2) \). This means that \( C(B_2^D) + C(B_2^T) \) is the capacity of the minimum cut that separates \( S(2) \) from \( T(2) \) on graph \( G = (V, E) \). This is exactly the definition of cut \( A^2 \) from Step P1-2 of Procedure P1. Hence, we have \( R_2^A = C(A^2) \), and hence the assertion of the lemma. By symmetry, we have the same result when \( \min(r_1^T, r_1^D + r_{NC} + r_2^2) \).

**Case 2:** \( \min(r_1^T, r_1^D + r_{NC} + r_2^2) \leq r_2^T \) and \( \min(r_1^T, r_1^D + r_{NC} + r_2^2) \in \{r_1^T, r_1^D + r_{NC} + r_2^2\} \).

Recall that \( C(B_1^{*}) = r_i^D + r_i^S \), where \( B_1^{*} \) is the minimum cut that separates \( S(1) \) from \( T(1) \) on subgraph \( H_1 = (V, F_1) \), and \( C(B_1^{D}) = r_1^D \). However, \( C(B_1^{*}) + C(B_1^{D}) \) is the capacity of the minimum cut that separates \( S(1) \) from \( T(1) \) and \( S(2) \) from \( T(2) \) on subgraph \( G^3 = (V, E^3) \). This is exactly the definition of cut \( A_1^3 \) from Step P1-3.1 of Procedure P1, hence

\[
C(A_1^3) = r_1^T + r_2^D + r_i^S. \tag{29}
\]

Furthermore, recall that \( C(B_2^{*}) = r_1^T + r_2^D + r_2^F \), where \( B_2^* \) is the minimum cut that separates \( S(1) \) from \( T(1) \) and \( S(2) \) from \( T(2) \) on subgraph \( H_2 = (V, F_2) \). So, again, \( wC(B_2^{*}) \) is the capacity of the minimum cut separating \( S(1) \) from \( T(1) \), and \( S(2) \) from \( T(2) \) on subgraph \( G^3 = (V, E^3) \). This is exactly the definition of cut \( A_1^2 \) from Step P1-4.1 of Procedure P1, hence

\[
C(A_1^2) = r_1^T + r_2^D + r_i^F. \tag{30}
\]

By symmetry, we also have

\[
C(A_2^2) = r_1^D + r_2^D + r_2^S + r_i^S, \tag{31}
\]

\[
C(A_2^3) = r_1^T + r_2^T + r_i^T + r_i^F. \tag{32}
\]

Notice that the quantities \( r_1^T + r_2^D \) and \( r_2^S + r_i^F \) are the maximum amount of information that can be sent from \( S(1) \) to \( T(1) \) and from \( S(2) \) to \( T(2) \) on subgraph \( H_2 \). In other words, the points \( r_1^T + r_2^D \) and \( r_2^S + r_i^F \) are different points on the same line with sum-rate equal to the multi-commodity flow capacity of subgraph \( H_2 \). This gives

\[
r_1^T + r_2^D = r_1^T + r_2^T + r_i^F. \tag{33}
\]

Now, evaluating \( C(A) \), we have

\[
C(A) = \min(C(A_1^3) + C(A_2^3), C(A_2^2) + C(A_2^3))
= \min(r_1^D + r_2^D + r_1^T + r_1^T + r_2^T + r_i^F)
= \min(r_1^D + r_2^D + r_2^S + r_2^T + r_i^T + r_i^F)
= r_1^D + r_2^D + r_i^T + r_i^F + \min(r_1^T + r_2^T, r_2^S + r_2^F)
= r_1^D + r_2^D + r_1^T + r_2^T + r_i^F + r_{NC}.
\]

\[\text{Fact 1:} \] Given a directed acyclic graph \( G \), a network coding solution with rate vector \( r \) exists if and only if there exists a constant \( b \) such that the following holds: for all edges \( l \in L, H(i) \leq c_i \log_2(b) \), and for all sources \( i \in N, H(S(i)) \geq r_i \log_2(b) \).

**APPENDIX E**

**Supporting Facts and Definitions**

In the proof of Theorem 3, we drew heavily on definitions and theorems given in [11]. The authors in [11] use the concept of informational dominance to relate the structure of a graph to information-theoretic notions of capacity. In the interest of completeness, we summarize here the relevant facts and definitions from this paper.

**Fact 1:** Given a directed acyclic graph \( G \), a network coding solution with rate vector \( r \) exists if and only if there exists a constant \( b \) such that the following holds: for all edges \( l \in L, H(i) \leq c_i \log_2(b) \), and for all sources \( i \in N, H(S(i)) \geq r_i \log_2(b) \).
Definition 6: An edge set $A$ informationally dominates edge set $B$ if the information transmitted on edges in $A$ determines the information transmitted on edges in $B$ for all network coding solutions, regardless of the rate of the solution. We denote by $\text{Dom}(A)$ the set of all edges that are informationally dominated by $A$.

Fact 2: If $B \subseteq \text{Dom}(A)$, then $H(B) \leq H(A)$.

Fact 3 (Theorem 10, [11]): For an edge set $A$, $\text{Dom}(A)$ satisfies the following conditions:

1. $A \subseteq \text{Dom}(A)$,
2. $S(i) \in \text{Dom}(A)$ if and only if $T(i) \in \text{Dom}(A)$,
3. Every edge in $E \setminus \text{Dom}(A)$ is reachable in $G' \setminus \text{Dom}(A)$ from a source,
4. For every source edge $S(i)$ in $G' \setminus \text{Dom}(A)$, there is an indirect walk for commodity $i$ in $G(\text{Dom}(A), i)$.

Again, we emphasize that Definition 6 and Facts 1-3 are relevant results from [11] that we will use in examining our combined network coding/routing scheme. The reader is encouraged to examine that paper in greater detail.
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