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Abstract—A new approach to joint source–channel coding is
presented in the context of communicating correlated sources
over multiple access channels. Similar to the separation archi-
tecture, the joint source–channel coding system architecture in
this approach is modular, whereby the source encoding and
channel decoding operations are decoupled. However, unlike the
separation architecture, the same codeword is used for both
source coding and channel coding, which allows the resulting
coding scheme to achieve the performance of the best known
schemes despite its simplicity. In particular, it recovers as special
cases previous results on lossless communication of correlated
sources over multiple access channels by Cover, El Gamal, and
Salehi, distributed lossy source coding by Berger and Tung, and
lossy communication of the bivariate Gaussian source over the
Gaussian multiple access channel by Lapidoth and Tinguely. The
proof of achievability involves a new technique for analyzing the
probability of decoding error when the message index depends on
the codebook itself. Applications of the new joint source–channel
coding system architecture in other settings are also discussed.

I. PROBLEM STATEMENT AND THE MAIN RESULT

Consider the problem of communicating a pair of cor-
related discrete memoryless sources (2-DMS) (S1, S2) over
a discrete memoryless multiple access channel (DM-MAC)
(X1 × X2, p(y|x1, x2),Y) as depicted in Fig. 1. Here each
sender j = 1, 2 wishes to communicate its source Sj to a
common receiver so the sources can be reconstructed with
desired distortions. We will consider the block coding setting
in which the source sequences Sn

1 = (S11, . . . , S1n) and
Sn
2 = (S21, . . . , S2n) are communicated by n transmissions

over the channel.
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Fig. 1. Communication of a 2-DMS over a DM-MAC.

Formally, a (|S1|n, |S2|n, n) joint source–channel code con-
sists of

• two encoders, where encoder j = 1, 2 assigns a sequence
xn
j (s

n
j ) ∈ Xn

j to each sequence snj ∈ Sn
j , and

• a decoder that assigns an estimate (ŝn1 , ŝ
n
2 ) ∈ Ŝn

1 × Ŝn
2

to each sequence yn ∈ Yn.

Let d1(s1, ŝ1) and d2(s2, ŝ2) be two distortions measures.
The average per-letter distortion dj(snj , ŝ

n
j ), j = 1, 2, is

defined as d(snj , ŝ
n
j ) = (1/n)

∑n
i=1 d(sji, ŝji). A distortion

pair (D1, D2) is said to be achievable for communication of
the 2-DMS (S1, S2) over the DM-MAC p(y|x1, x2) if there
exists a sequence of (|S1|n, |S2|n, n) joint source–channel
codes such that

lim sup
n→∞

E(dj(S
n
j , Ŝ

n
j )) ≤ Dj , j = 1, 2.

The optimal distortion region D∗ is the closure of the set of
all achievable distortion pairs (D1, D2).

A computable characterization of the optimal distortion
region is not known in general. This paper establishes the
following inner bound on the optimal distortion region. For
simplicity, we will assume that the sources S1 and S2 have
no common part in the sense of Gács–Körner [1] and Witsen-
hausen [2].

Theorem 1: A distortion pair (D1, D2) is achievable for
communication of the 2-DMS (S1, S2) without common part
over a DM-MAC p(y|x1, x2) if

I(U1;S1 |Q) < I(U1;Y, U2 |Q),

I(U2;S2 |Q) < I(U2;Y, U1 |Q),

I(U1;S1 |Q) + I(U2;S2 |Q) < I(U1, U2;Y |Q) + I(U1;U2 |Q)

for some pmf p(s1, s2)p(q)p(u1, x1|s1, q)p(u2, x2|s2, q) and
functions ŝ1(u1, u2, y, q) and ŝ2(u1, u2, y, q) such that
E(dj(Sj , Ŝj)) ≤ Dj , j = 1, 2.

Here and throughout, we use notation in [3].
As we will see in Section II, Theorem 1 includes previous

results on lossless communication of a 2-DMS over a DM-
MAC by Cover, El Gamal, and Salehi [4], distributed lossy
source coding of a 2-DMS by Berger [5] and Tung [6],
and lossy communication of a bivariate Gaussian source over
a Gaussian MAC by Lapidoth and Tinguely [7]. The main
contribution of the paper, however, lies not with the generality
of Theorem 1 that unifies these results, but with a simple joint
source–channel coding system architecture that is used in the
proof of achievability. The new joint source–channel coding
scheme is very similar to separate source and channel coding,
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except that a single codeword is used for both source and
channel coding.

In the next section, we digress a bit and show how The-
orem 1 recovers the aforementioned prior results as special
cases. The new joint source–channel coding system architec-
ture is described first in the simple point-to-point communi-
cation setting in Section III and then in the multiple access
setting for Theorem 1 in Section IV. Potential applications of
this new joint source–channel coding system architecture are
discussed in Section V.

II. SPECIAL CASES

A. Lossless Communication

When specialized to the lossless case, wherein d1, d2 are
Hamming distortion measures and D1 = D2 = 0, Theorem 1
reduces to the following sufficient condition for lossless com-
munication of a 2-DMS over a DM-MAC.

Corollary 1 (Cover, El Gamal, and Salehi [4]): A 2-DMS
(S1, S2) can be communicated losslessly over a DM-MAC
p(y|x1, x2) if

H(S1 |S2) < I(X1;Y |X2, S2, Q),

H(S2 |S1) < I(X2;Y |X1, S1, Q),

H(S1, S2) < I(X1, X2;Y,Q)

for some pmf p(q, x1, x2|s1, s2) = p(q)p(x1|s1, q)p(x2|s2, q).

The proof follows by setting Uj = (Xj , Sj) and Ŝj = Sj ,
j = 1, 2, in Theorem 1. The details are given in Appendix A.

B. Distributed Lossy Source Coding

When specialized to a noiseless MAC Y = (X1, X2) with
log |X1| = R1 and log |X2| = R2, Theorem 1 reduces to
the following inner bound on the rate–distortion region for
distributed lossy source coding.

Corollary 2 (Berger [5] and Tung [6]): A distortion pair
(D1, D2) is achievable for distributed lossy source coding of
a 2-DMS (S1, S2) with rate pair (R1, R2) if

R1 > I(S1;V1 |V2, Q),

R2 > I(S2;V2 |V1, Q),

R1 +R2 > I(S1, S2;V1, V2 |Q)

for some pmf p(q)p(v1|s1, q)p(v2|s2, q) and functions
ŝ1(v1, v2, q) and ŝ2(v1, v2, q) such that E(dj(Sj , Ŝj)) ≤ Dj ,
j = 1, 2.

The proof follows by setting Uj = (Xj , Vj), j = 1, 2. The
details are given in Appendix B.

C. Bivariate Gaussian Source over a Gaussian MAC

Suppose the sources are bivariate Gaussian with (S1, S2) ∼
N(0,KS), where

KS =

[

σ2 ρσ2

ρσ2 σ2

]

,

and is to be reconstructed under the quadratic distortion
measure dj(sj , ŝj) = (sj − ŝj)2, j = 1, 2. Further assume
the channel is the Gaussian MAC Y = X1 + X2 + Z with
Z ∼ N(0, N) and input power constraints

∑n
i=1 E(x

2
ji(S

n
j )) ≤

nPj , j = 1, 2. Theorem 1 can be adapted to this case via the
standard discretization method [3, Lecture Note 3].

Given αj ∈ [0,
√

Pj/σ2] and Rj > 0, j = 1, 2, let Q = ∅,
Uj = (1− 2−2Rj )Sj + Ẑj , j = 1, 2, and Xj = αjSj + βjUj ,
j = 1, 2, where Ẑj are independent Gaussian random variables
with zero mean and variance σ22−2Rj (1− 2−2Rj ), and

βj =

√

Pj − α2
jσ

22−2Rj

σ2(1− 2−2Rj )
− αj . (1)

Let

K(α1,α2, R1, R2) =





k11 k12 k13
k12 k22 k23
k13 k23 k33





denote the covariance matrix of (U1, U2, Y ), where

kjj = σ2(1− 2−2Rj ), j = 1, 2,

k12 = σ2ρ(1− 2−2R1)(1− 2−2R2),

k13 = (α1 + β1 + α2ρ)k11 + β2k12,

k23 = (α2 + β2 + α1ρ)k22 + β1k12,

k33 = (α2
1 + 2α1α2ρ+ α2

2)σ
2 + (2α1β1 + β2

1 + 2β1α2ρ)k11

+ (2α1β2ρ+ 2α2β2 + β2
2)k22 + 2β1β2k12 +N.

Then Theorem 1 reduces to the following sufficient condition
for lossy communication.

Corollary 3 (Lapidoth and Tinguely [7]): The distortion
pair (D1, D2) is achievable if

Dj > σ2 − γj1cj1 − γj2cj2 − γj3cj3, j = 1, 2,

for some αj ∈ [0,
√

Pj/σ2] and Rj > 0, j = 1, 2, such that

R1 <
1
2
log

(

β′

1

2
k11(1− ρ̃2) +N ′

N ′(1− ρ̃2)

)

,

R2 <
1
2
log

(

β′

2

2
k22(1− ρ̃2) +N ′

N ′(1− ρ̃2)

)

,

R1 +R2 <
1
2
log

(

β′

1

2
k11 + β′

2

2
k22 + 2ρ̃β′

1

2
β′

1

2
√
k11k22 +N ′

N ′(1− ρ̃2)

)

,

where c11 = k11, c12 = ρk22, c21 = ρk11, c22 = k22, c13 =
(α1+α2ρ)σ2+β1k11+β2ρk22, c23 = (α2+α1ρ)σ2+β1ρk11+
β2k22,





γj1
γj2
γj3



 = K−1(α1,α2, R1, R2)





cj1
cj2
cj3



 ,
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and

ρ̃ = ρ
√

(1− 2−2R1)(1− 2−2R2),

N ′ = α2
1ν1 + α2

2ν2 + 2α1α2ν3 +N,

ν1 = σ2 − (1− a1ρ(1− 2−2R2))2k11

− 2(1− a1ρ(1− 2−2R2))a1k12 − a21k22,

ν2 = σ2 − (1− a2ρ(1− 2−2R1))2k22

− 2(1− a2ρ(1− 2−2R1))a2k12 − a22k11,

ν3 = ρσ2 − (1− a1ρ(1− 2−2R2))(1− a2ρ(1− 2−2R1)k12

− a1a2k12 − (1− a1ρ(1− 2−2R2))a2k11

− (1− a2ρ(1− 2−2R1))a1k22,

β′
1 = α1

(

1−
ρ22−2R1(1− 2−2R2)

1− ρ̃2

)

+ β1 +
α2ρ2−2R2

1− ρ̃2
,

β′
2 = α2

(

1−
ρ22−2R2(1− 2−2R1)

1− ρ̃2

)

+ β2 +
α1ρ2−2R1

1− ρ̃2
.

III. A NEW JOINT SOURCE–CHANNEL CODING SYSTEM

ARCHITECTURE

Shannon [8] studied the general point-to-point joint source–
channel coding problem in Fig. 2 and established the sufficient
and necessary condition for the discrete memoryless source
S to be communicated over the discrete memoryless channel
p(y|x) with prescribed distortion D.

Sn

Encoder p(y|x) Decoder
Xn Y n Ŝn

Fig. 2. Point-to-point joint source–channel coding.

When translated to our problem setting, Shannon’s sufficient
condition states that a distortion D is achievable if

R(D) < C, (2)

where
R(D) = min

p(ŝ|s): E(d(S,Ŝ))≤D
I(S; Ŝ)

is the rate–distortion function for the source S and distortion
measure d(s, ŝ) and

C = max
p(x)

I(X;Y )

is the capacity of the channel p(y|x). The proof of this
result uses separate source and channel coding, as illustrated
in Fig. 3(a). Under this separate source and channel coding
architecture, the source sequence is mapped into one of 2nR

indices M and then this index is mapped into a channel
codeword Xn, which is transmitted over the channel. Upon
receiving Y n, the decoder finds an estimate M̂ of M and
reconstructs Ŝn from M̂ . The index M provides a digital
interface between the source code and the channel code, which
can be designed and operated separately. By the lossy source
coding theorem and the channel coding theorem, the desired

distortion D can be achieved, provided that the index rate R
satisfies R > R(D) and R < C.

We now propose the joint source–channel coding system
architecture in Fig. 3(b), which closely resembles the above
source–channel separation architecture. Under this new archi-
tecture, the source sequence Sn is mapped to one of 2nR

sequences Un(M) and then this sequence Un(M) (along with
Sn) is mapped to Xn symbol-by-symbol, which is transmitted
over the channel. Upon receiving Y n, the decoder finds an
estimate Un(M̂) of Un(M) and reconstructs Ŝn from Un

(and Y n) again by a symbol-by-symbol mapping. Thus, the
codeword Un(M) plays the roles of both the source codeword
Ŝn(M) and the channel codeword Xn(M) simultaneously.
This dual role of Un(M) allows simple symbol-by-symbol
interfaces x(u, s) and ŝ(u, y) that replace the channel en-
coder and the source decoder in the separation architecture.
Moreover, the source encoder and the channel decoder can
be operated separately. Roughly speaking, again by the lossy
source coding theorem, the condition R > I(U ;S) guarantees
a reliable source encoding operation and by the channel coding
theorem, the condition R < I(U ;Y ) guarantees a reliable
channel decoding operation (over the channel p(y|u) =
∑

s p(y|x(u, s))p(s)). Thus, a distortion D is achievable if

I(S;U) < I(U ;Y ) (3)

for some pmf p(u|s) and functions x(u, s) and ŝ(u, y) such
that E(d(S, Ŝ)) ≤ D. By taking U = (X,S), where X ∼ p(x)
is independent of S, and using the memoryless property of the
channel, it can be easily shown that this condition simplifies
to (2).

Conceptually speaking, this new coding scheme is as simple
as the separation scheme and hence will be used as a basic
building block for the joint source–channel coding system
architecture for communicating a 2-DMS over a DM-MAC
in the next section. The precise analysis of its performance
involves a technical subtlety, however. In particular, because
Un(M) is used as a source codeword, the index M depends
on the entire codebook C = {Un(M) : M ∈ [1 : 2nR]}. But
the conventional random coding proof technique for a channel
codeword Un(M) is developed for situations for which the
index M and the (random) codebook C are independent of
each other. The dependency issue for joint source–channel
coding has been well noted by Lapidoth and Tinguely [7, Proof
of Proposition D.1], who developed a geometric approach for
the Gaussian setup discussed in Subsection II-C to avoid this
difficulty. In the following, we provide a formal proof of the
sufficient condition (3) along with a new analysis technique
that handles this subtle point. The standard proof steps are
skipped, as these can be found in [3, Lecture Note 3].

Codebook generation: Fix p(x, u|s) and ŝ(u, y). Randomly
and independently generate 2nR sequences un(m), m ∈
[1 : 2nR], each according to

∏n
i=1 pU (ui). The codebook

C = {un(m) : m ∈ [1 : 2nR]} is revealed to both the encoder
and the decoder.
Encoding: Fix ε′ > 0. We use joint typicality encoding. Upon
observing a sequence sn, the encoder finds an index m such
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Sn MSource Channel SourceChannel
encoderencoder

p(y|x)
decoder decoder

Xn Y n M̂ Ŝn

(a) Separate source and channel coding system architecture.

Sn Un(M)Source x(u, s) ŝ(u, y)Channel
encoder

p(y|x)

p(y|u)
decoder

Xn Y n Un(M̂) Ŝn

(b) A new joint source–channel coding system architecture.

Fig. 3. Two system architectures for the problem of lossy transmission of a source over a point to point channel.

that (un(m), sn) ∈ T (n)
ε′ . If there is more than one such index,

it chooses one of them at random. If there is no such index,
it chooses an arbitrary index at random from [1 : 2nR]. The
encoder then transmits xi = x(ui(m), si) for i ∈ [1 : n].
Decoding: Upon receiving yn, the decoder finds the unique
index m̂ such that (un(m̂), yn) ∈ T (n)

ε . If there is none or
more than one, it chooses an arbitrary index. The decoder
then sets the reproduction sequence as ŝi = ŝ(ui(m̂), yi) for
i ∈ [1 : n].
Analysis of the expected distortion: Let ε′ < ε. We bound
the distortion averaged over Sn and the random choice of
the codebook C. Let M be the random variable denoting the
chosen index at the encoder. Define the “error” event

E = {(Sn, Un(M̂), Y n) /∈ T (n)
ε′ }

and partition it into

E1 = {(Un(m), Sn) /∈ T (n)
ε′ for all m},

E2 = {(Sn, Un(M), Y n) /∈ T (n)
ε′ },

E3 = {(Un(m̃), Y n) ∈ T (n)
ε for some m̃ '= M}.

Then by the union of events bound,

P(E) ≤ P(E1) + P(E2 ∩ Ec
1) + P(E3).

We show that all three terms tend to zero as n → ∞. This
implies that the probability of “error” tends to zero as n → ∞,
which, in turn, implies that, by the law of total expectation and
the typical average lemma [3, Lecture Note 2],

lim sup
n→∞

E(d(Sn, Ŝn))

≤ lim sup
n→∞

(

P(E)E(d(Sn, Ŝn)|E) + P(Ec)E(d(Sn, Ŝ
c
)|Ec)

)

≤ (1 + ε)E(d(S, Ŝ)),

and hence the desired distortion is achieved.
By the covering lemma and the conditional typicality lemma

[3, Lecture Notes 2 and 3], it can be easily shown that the first
two terms tend to zero as n → ∞ if R > I(U ;S)+ δ(ε). The

third term requires special attention. Consider

P{(Un(m̃), Y n) ∈ T (n)
ε for some m̃ '= M}

(a)
≤

2nR

∑

m̃=1

P{(Un(m̃), Y n) ∈ T (n)
ε ,M '= m̃}

=
2nR

∑

m̃=1

∑

sn

p(sn)P{(Un(m̃), Y n) ∈ T (n)
ε ,M '= m̃ |Sn = sn}

(b)
= 2nR

∑

sn

p(sn)P{(Un(1), Y n) ∈ T (n)
ε ,M '= 1 |Sn = sn},

where (a) follows by the union of events bound and (b)
follows by the symmetry of the codebook generation and
encoding. Note that unlike in the conventional proof of the
channel coding theorem [3, Lecture Note 1] where the event
is analyzed conditioned on the event M = 1, here the event
of interest is M '= 1. Let C̄ = C\{Un(1)}. Then, for n
sufficiently large,

P{(Un(1), Y n) ∈ T (n)
ε ,M '= 1 |Sn = sn}

≤ P{(Un(1), Y n) ∈ T (n)
ε |M '= 1, Sn = sn}

=
∑

(un,yn)∈T (n)
ε

P{Un(1) = un, Y n = yn |M '= 1, Sn = sn}

=
∑

(un,yn)∈T (n)
ε

∑

C̄

P{Un(1) = un, Y n = yn

|M '= 1, Sn = sn, C̄ = C̄}

· P{C̄ = C̄ |M '= 1, Sn = sn}
(a)
=

∑

(un,yn)∈T (n)
ε

∑

C̄

P{Un(1) = un |M '= 1, Sn = sn, C̄ = C̄}

· P{Y n = yn |M '= 1, Sn = sn, C̄ = C̄}

· P{C̄ = C̄ |M '= 1, Sn = sn}
(b)
≤

∑

(un,yn)∈T (n)
ε

∑

C̄

2P{Un(1) = un}

· P{Y n = yn |M '= 1, Sn = sn, C̄ = C̄}

· P{C̄ = C̄ |M '= 1, Sn = sn}

=
∑

(un,yn)∈T (n)
ε

2P{Un(1) = un}

· P{Y n = yn |M '= 1, Sn = sn}
(c)
≤

∑

(un,yn)∈T (n)
ε

4P{Un(1) = un}P{Y n = yn |Sn = sn}

(4)
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where (a) follows since, given M '= 1, Un(1) → (C̄, Sn) →
Y n form a Markov chain.

To justify step (b), we prove the following.
Lemma 1: For n sufficiently large,

P{Un(1) = un |M '= 1, Sn = sn, C̄ = c̄} ≤ 2P{Un(1) = un}.

Proof: We first show that

P{M = 1 |Sn = sn, C̄ = C̄} ≤
1

2
(5)

for n sufficiently large. Let k = k(C̄, sn) = |{un(m) ∈ C̄ :
(un(m), sn(∈ T (n)

ε′ }|. Then, by the symmetry of the encoding
procedure, if k ≥ 1,

P{M = 1 |Sn = sn, C̄ = C̄}

=
1

k + 1
P{(Un(1), sn) ∈ T (n)

ε′ } ≤
1

2
,

and if k = 0, for n sufficiently large,

P{M = 1 |Sn = sn, C̄ = C̄}

≤ P{(Un(1), sn) ∈ T (n)
ε′ }+

1

2nR
P{(Un(1), sn) /∈ T (n)

ε′ }

≤ 2−n(I(U ;S)−δ(ε′)) +
1

2nR

≤
1

2
.

Thus

P{Un(1) = un |M '= 1, Sn = sn, C̄ = c̄}

= P{Un(1) = un |Sn = sn, C̄ = c̄}

·
P{M '= 1 |Un(1) = un, Sn = sn, C̄ = c̄}

P{M '= 1 |Sn = sn, C̄ = c̄}

(d)
= p(un)

P{M '= 1 |Un(1) = un, Sn = sn, C̄ = c̄}

1− P{M = 1 |Sn = sn, C̄ = c̄}
(e)
≤ 2P{Un(1) = un},

where (d) follows from the independence of Un(1) and
(Sn, C̄), and (e) follows from (5).

For step (c), we prove the following.
Lemma 2: For n sufficiently large,

P{Y n = yn |M '= 1, Sn = sn} ≤ 2p(yn |sn).

Proof: By symmetry, P{M '= 1|Sn = sn} = (2nR −
1)/2nR ≤ 1/2 for n sufficiently large. Hence,

P{Y n = yn |M '= 1, Sn = sn}

= p(yn |sn)
P{M '= 1|Sn = sn, Y = yn}

P{M '= 1|Sn = sn}

≤ 2p(yn |sn).

Continuing the upper bound on P(E3), by the joint typicality
lemma and (4), we have for n sufficiently large,

P(E3) = P{(Un(1), Y n) ∈ T (n)
ε for some 1 '= M}

≤ 4 · 2nR
∑

sn

p(sn)

·
∑

(un,yn)∈T (n)
ε

P{Un(1) = un}p(yn |sn)

= 4 · 2nR
∑

(un,yn)∈T (n)
ε

n
∏

i=1

pU (ui)p(y
n)

≤ 4 · 2n(R−I(U ;Y )+δ(ε)),

which tends to zero as n → ∞, if R < I(U ;Y ) − δ(ε).
Therefore, the probability of “error” tends to zero as n →
∞ and the average distortion over the random codebook is
bounded as desired. Thus, there exists at least one sequence
of codes achieving the desired distortion. This establishes the
sufficient condition (3).

IV. PROOF OF ACHIEVABILITY FOR THEOREM 1

We generalize the joint source–channel coding system ar-
chitecture for point-to-point communication in Section III to
the multiple access channel, as depicted in Fig. 4. As before,
Un
1 (M1) and Un

2 (M2) play the dual role of codewords for
source coding (joint typicality encoding of the sources Sn

1 and
Sn
2 ) and for channel coding (joint typicality decoding from the

channel output Y n).
At a high level, the proof of the achievability for the

sufficient condition is rather elementary. Following the same
argument as in the point-to-point case (i.e., by the covering
lemma), the source encoding operation is successful if

R1 > I(U1;S1 |Q),

R2 > I(U2;S2 |Q).

On the other hand, once we ignore the issue of the depen-
dence between the indices and the codebook, by the packing
lemma [3, Lecture Note 3], the channel decoding operation is
successful if

R1 < I(U1;Y, U2 |Q),

R2 > I(U2;Y, U1 |Q),

R1 +R2 > I(U1, U2;Y |Q) + I(U1;U2 |Q).

Hence, by eliminating the intermediate rate pair (R1, R2), the
sufficient condition in Theorem 1 can be established.

In the following, we provide a formal proof, focusing on the
steps to justify the sufficient condition for channel decoding.
For simplicity, we consider the case Q = ∅. Achievability
for an arbitrary Q can be proved using coded time sharing
technique [3, Lecture Note 4].

Codebook generation: Fix p(x1, u1|s1)p(x2, u2|s2) and two
reconstruction functions ŝ1(u1, u2, y) and ŝ2(u1, u2, y). For
j = 1, 2, randomly and independently generate 2nRj se-
quences un

j (mj), mj ∈ [1 : 2nRj ], each according to
∏n

i=1 pUj
(uji).
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ŝ1(u1, u2, y)
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Fig. 4. Joint source–channel coding system architecture for communicating a 2-DMS over a DM-MAC.

Encoding: Fix ε′ > 0. Upon observing snj , encoder j = 1, 2

finds an index mj ∈ [1 : 2nRj ] such that (snj , u
n
j (mj)) ∈ T (n)

ε′ .
If there is more than one such index, it chooses one of them
at random. If there is no such index, it chooses an arbitrary
index at random from [1 : 2nRj ]. Encoder j then transmits
xji(mj , sji) for i ∈ [1 : n].
Decoding: Upon receiving yn, the decoder finds the unique
index index pair (m̂1, m̂2) such that (un

1 (m1), un
2 (m2), yn) ∈

T (n)
ε and sets the reproduction sequence as ŝji =

ŝj(u1i(m1), u2i(m2), yi), j = 1, 2, for i ∈ [1 : n].
Analysis of the expected distortion: Let ε′ < ε. We bound the
distortion averaged over (Sn

1 , S
n
2 ) and the random codebook.

Let M1 and M2 be random variables denoting the chosen
indices at the encoders. Define the “error” events

E = {(Sn
1 , S

n
2 , U

n
1 (M̂1), U

n
2 (M̂2), Y

n) '∈ T (n)
ε }

and partition it into

E1 = {(Un
1 (m1), S

n
1 ) '∈ T (n)

ε′ for all m1},

E2 = {(Un
2 (m2), S

n
2 ) '∈ T (n)

ε′ for all m2},

E3 = {(Sn
1 , S

n
2 , U

n
1 (M1), U

n
2 (M2), Y

n) '∈ T (n)
ε′ },

E4 = {(Un
1 (m̃1), U

n
2 (M2), Y

n) ∈ T (n)
ε for some m̃1 '= M1},

E5 = {(Un
1 (M1), U

n
2 (m̃2), Y

n) ∈ T (n)
ε for some m̃2 '= M2},

E6 = {(Un
1 (m̃1), U

n
2 (m̃2), Y

n) ∈ T (n)
ε

for some m̃1 '= M1, m̃2 '= M2}.

Then by the union of events bound,

P(E) ≤ P(E1) + P(E2) + P(E3 ∩ Ec
1 ∩ Ec

2)

+ P(E4) + P(E5) + P(E6).

As before, the desired distortion pair is achieved if P(E) tends
to zero as n → ∞. By the covering lemma, P(E1) and P(E2)
tend to zero as n → ∞, if

R1 > I(U1;S1) + δ(ε′), (6)

R2 > I(U2;S2) + δ(ε′). (7)

By the Markov lemma [3, Lecture Note 13], the third term
tends to zero as n → ∞.

To bound P(E4), let Sn = (Sn
1 , S

n
2 ) to simplify the notation

and consider (8) at the top of the next page. Here step (a) is
justified as in the point-to-point case, with Un

1 (1) in place of
Un(1) and (Un

2 (M2), Y n) in place of Y n. Hence, P(E4) tends

to zero as n → ∞, if R1 < I(U1;Y, U2) − δ(ε). Similarly,
P(E5) tends to zero as n → ∞, if R2 < I(U2;Y, U1)− δ(ε).

Finally, to bound P(E6), we use the similar steps to the
above with the following two lemmas replacing Lemmas 1
and 2.

Lemma 3: Let C̄ = {(Un
1 (m1), Un

2 (m2) : m1 '= 1,m2 '=
1}. Then, for n sufficiently large,

P{Un
1 (1) = un

1 , U
n
2 (1) = un

2 |M1 '= 1,M2 '= 1,

Sn = sn, C̄ = C̄}

≤ 4P{Un
1 (1) = un

1}P{U
n
2 (1) = un

2}.

Proof: Let C̄1 = {(Un
1 (m1) : m1 '= 1} and C̄2 =

{(Un
2 (m2) : m2 '= 1}. Then, by the Markovity

(Un
1 (1), C̄1,M1) → Sn

1 → Sn
2 → (Un

2 (1), C̄2,M2)

and Lemma 1,

P{Un
1 (1) = un

1 , U
n
2 (1) = un

2 |M1 '= 1,M2 '= 1, Sn
1 = sn1 ,

Sn
2 = sn2 , C̄1 = C̄1, C̄2 = C̄2}

= P{Un
1 (1) = un

1 |M1 '= 1, Sn
1 = sn1 , C̄1 = C̄1}

· P{Un
2 (1) = un

2 |M2 '= 2, Sn
2 = sn2 , C̄2 = C̄2}

≤ (2P{Un
1 (1) = un

1}) · (2P{U
n
2 (1) = un

2}).

Lemma 4: For n sufficiently large,

P{Y n = yn |M1 '= 1,M2 '= 1, Sn = sn} ≤ 2p(yn |sn).

Proof: The proof is essentially identical to that of
Lemma 2.

Therefore, P(E6) tends to zero as n → ∞ if R1 + R2 <
I(U1, U2;Y ) + I(U1;U2) + δ(ε). Finally, by eliminating R1

and R2, we have shown that P(E) tends to zero as n → ∞, if

I(U1;S1) < I(U1;Y, U2)− δ′(ε),

I(U2;S2) < I(U2;Y, U1)− δ′(ε),

I(U1;S1) + I(U2;S2) < I(U1, U2;Y ) + I(U1;U2)− δ′(ε).

V. CONCLUDING REMARKS

The great appeal of Shannon’s source–channel separation
architecture is the universal binary interface that completely
decouples source coding and channel coding. The cost of this
modular design, however, is suboptimal performance when
communicating multiple sources over a multi-user channel. In
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P{(Un
1 (m̃1), U

n
2 (M2), Y

n) ∈ T (n)
ε for some m̃1 '= M1}

≤
2nR1
∑

m̃1=1

P{(Un
1 (m̃1), U

n
2 (M2), Y

n) ∈ T (n)
ε ,M1 '= m̃1}

≤
2nR1
∑

m̃1=1

∑

sn

p(sn)P{(Un
1 (m̃1), U

n
2 (M2), Y

n) ∈ T (n)
ε ,M1 '= m̃1 |S

n = sn}

= 2nR1
∑

sn

p(sn)P{(Un
1 (1), U

n
2 (M2), Y

n) ∈ T (n)
ε ,M1 '= 1 |Sn = sn}

(a)
≤ 4 · 2nR1

∑

sn

p(sn)
∑

(un
1 ,u

n
2 ,y

n)∈T (n)
ε

P{Un
1 (1) = un

1}P{U
n
2 (M2) = un

2 , Y
n = yn |Sn = sn)}

= 4 · 2nR1
∑

(un
1 ,u

n
2 ,y

n)∈T (n)
ε

n
∏

i=1

pU1(u1i)P{U
n
2 (M2) = un

2 , Y
n = yn}

≤ 4 · 2n(R1−I(U1;Y,U2)+δ(ε))

(8)

this paper we have presented a new approach to joint source–
channel coding, which “almost” decouples source and channel
coding operations yet achieves the best known performance.
Matching the semi-modular system architecture, the first-order
analysis of the underlying coding scheme is also deceptively
simple.

While we have focused on communication of a 2-DMS
without common part over a DM-MAC, the proposed archi-
tecture can be readily adapted to many joint source–channel
coding problems for which separate source coding and channel
coding have matching index structures, such as

• communication of a 2-DMS with common part over a
DM-MAC (Berger–Tung coding with common part [9],
[10] matched to Slepian–Wolf coding for a MAC with
common message [11]),

• communication of a 2-DMS over a DM-BC (lossy Gray–
Wyner system [12] matched to Marton’s coding for a
broadcast channel [13]),

• communcation of a bivariate Gaussian source over a
Gaussian BC [14], and

• communication of a 2-DMS over a DM-IC (extension
of Berger–Tung coding for a 2-by-2 source network
matched to Han–Kobayashi coding for an interference
channel [15]).

In all these cases, the new architecture, despite its simplic-
ity, performs as well as (and sometimes better than) the
existing coding schemes. These findings will be reported
elsewhere [16].

APPENDIX A
PROOF OF COROLLARY 1

Fix a pmf p(q)p(x1|s1, q)p(x2|s2, q) and set Uj = (Xj , Sj)
and Ŝj = Sj for j = 1, 2. Then,

(S1, S2, Q) → (X1, X2) → Y,

X1 → (S1, Q) → (S2, X2),

(X1, S1) → (S2, Q) → X2.

Now I(U1;S1|Q) = H(S1) and

I(U1;Y, U2 |Q)

= I(X1, S1;Y,X2, S2 |Q),

= I(X1;Y,X2, S2 |Q) + I(S1;Y,X2, S2 |X1, Q),

= I(X1;Y |X2, S2, Q) + I(X1;X2, S2 |Q)

+ I(S1;X2, S2 |X1, Q),

= I(X1;Y |X2, S2, Q) + I(S1;S2).

Hence, the first inequality in Theorem 1 simplifies to

H(S1 |S2) < I(X1;Y |X2, S2, Q).

Similarly, the second inequality in Theorem 1 simplifies to

H(S2 |S1) < I(X2;Y |X1, S1, Q).

Finally, since

I(U1, U2;Y |Q) + I(U1;U2 |Q)

= I(X1, X2, S1, S2;Y |Q) + I(X1, S1;X2, S2 |Q)

= I(X1, X2;Y |Q) + I(S1;S2)

the last inequality of Theorem 1 simplifies to

H(S1, S2) < I(X1, X2;Y ).

This shows that the distortion pair (0, 0) is achievable for
Hamming distortion measures d1 and d2. By properties of
typical sequences [3, Lecture Notes 2 and 3], this implies
that P{(Ŝ

n

1 , Ŝ
n

2 ) '= (Sn
1 , S

n
2 )} tends to zero as n → ∞,

establishing achievability for lossless communication under
the condition in Corollary 1.

APPENDIX B
PROOF OF COROLLARY 2

Fix a pmf p(q)p(x1)p(x2)p(v1|s1, q)p(v2|s2, q) in Corol-
lary 2, where Xj ∼ Unif(|Xj |), j = 1, 2. By setting
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U1 = (X1, V1) and U2 = (X2, V2), the first inequality in
Theorem 1 simplifies to

0 < I(U1;Y, U2 |Q)− I(U1;S1 |Q)

= I(U1;Y |Q) + I(U1;U2 |Y,Q)− I(U1;S1 |Q)

= I(X1, V1;Y1, Y2 |Q) + I(X1, V1;X2, V2 |X1, X2, Q)

− I(V1, X1;S1 |Q)

= I(X1;Y1) + I(V1;V2 |Q)− I(V1;S1 |Q)
(a)
= I(X1;Y1) + I(V1;V2 |Q)− I(V1;S1, V2 |Q)

= R1 − I(V1;S1 |V2, Q)

where (a) follows since V1 → (S1, Q) → V2. Similarly, the
second inequality in Theorem 1 simplifies to

0 < R2 − I(V2;S2 |V1, Q).

Finally, the last inequality in Theorem 1 simplifies to

0 < I(U1, U2;Y |Q) + I(U1;U2 |Q)− I(U1;S1 |Q)

− I(U2;S2 |Q)
(a)
= I(U1, U2;Y |Q) + I(U1;U2 |Q)− I(U1;S1, U2 |Q)

− I(U2;S2 |Q)

= I(U1, U2;Y |Q)− I(U1;S1 |U2, Q)− I(U2;S2 |Q)
(b)
= I(U1, U2;Y |Q)− I(U1;S1, S2 |U2, Q)− I(U2;S1, S2 |Q)

= I(U1, U2;Y |Q)− I(U1, U2;S1, S2 |Q)

= I(X1, X2, V1, V2;Y |Q)− I(X1, X2, V1, V2;S1, S2 |Q)

= I(X1;Y1) + I(X2;Y2)− I(V1, V2;S1, S2 |Q),

= R1 +R2 − I(V1, V2;S1, S2 |Q),

where (a) follows since U1 → (S1, Q) → S2 and (b) follows
since U2 → (S2, Q) → S1.
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